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Abstract 
 
This paper proposes a new method for collecting distributed data in Wireless Sensor Networks 
(WSNs) that can improve the energy efficiency and network coverage; especially in remote areas. 
In multi-hop communication, sink nodes are responsible for collecting and forwarding data to 
base stations. The nodes that are located near a sink node usually deplete their battery faster 
than other nodes because they are responsible for aggregating the data from other sensor nodes. 
Several studies have proved the advantages of using mobile sink nodes to reduce energy 
consumption. Nonetheless, the need for compatible and efficient routing algorithms cannot be 
understated. Accordingly, a hybrid routing algorithm based on the Dijkstra’s and Rendezvous 
algorithms is proposed. To improve the energy efficiency and coverage, Energy Efficient Hybrid 
Unmanned Vehicle Based Routing Algorithm (E

2
HUV) is proposed to create a routing path for 

Unmanned Aerial Vehicles (UAVs) that can be used as mobile sinks in WSNs. Performance 
results show that the E

2
HUV algorithm offers better efficiency as compared to currently existing 

algorithms. 
 
Keywords: Unmanned Systems, Wireless Sensor Networks, Mobile Sinks, Scheduling, Routing, 
Coverage. 

 
 
1. INTRODUCTION 

A WSN can be defined as a network of sensor nodes that are small devices with limited battery 
capacity which may be difficult and impractical to replace. In addition, they are typically limited in 
computation, communication and memory capabilities. These characteristics present challenging 
constraints in designing energy efficient protocols. Much research has focused on the energy 
efficiency of WSNs emphasizing the energy hole issue [1]. The closer a sensor node is to a sink 
node, the faster its battery runs out [1]. As a result, the sink node depletes its energy and 
becomes disconnected from the network. This adversely affects the coverage of the sensor field. 
Hence, controlling the energy consumption of sensor nodes is critical for the performance and 
efficiency of WSNs. 
 
Unmanned Aerial Vehicles (UAVs) have been witnessing a rapid growth in applications and 
capabilities in the last few years. These unmanned systems come in various types, sizes and 
features. This opens the door for a wide range of applications. A relevant example is the use of 
UAVs as sink nodes to aggregate data in WSNs in an energy efficient way [2]. 
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FIGURE 1: WSN infrastructure [9]. 
 
2. LITERATURE REVIEW 
A. UAVs for WSN 
UAVs have recently been used for data collection purposes in WSN. In such contexts, the data is 
typically forwarded to the base station for analysis purposes. UAVs have been shown to improve 
the WSN energy consumption issue. They act as mobile sink nodes that can directly impact the 
overall network energy consumption. The network lifetime and throughput can be increased by 
implementing an effective data gathering routing scheme in air-to-ground communication network 
[2]. In addition, there are also factors that can affect the network lifetime such as the 
communication (cooperative or non-cooperative) between sensor nodes [3].  
 
In adhoc networks, especially WSNs, much research has been done on energy efficient 
protocols, algorithms, and frameworks. The objectives of such research are to effectively relay 
the data among sensor nodes, to minimize the energy cost, and to maximize the network lifetime. 
 
Existing protocols using a mobile sink in WSNs can be classified into two categories: 1) direct, 
where a mobile sink visits each sensor node in an ultimate path and collects data via a single-
hop; and 2) rendezvous, where a mobile sink only visits nodes defined as Rendezvous Points 
(RPs). The main goal of protocols in the first category is to minimize data collection delays by 
using single hop communication, whereas those in the second category aim to find a subset of 
RPs that minimize energy consumption but the heavy multi-hop communication issue still exists. 
In the following, the advantages and disadvantages of these protocols will be discussed.  
 

 
 

FIGURE 2: Example of a UAS [9]. 
 

B. Direct:  
Quality of service (QoS) is a major requirement in many applications. In this context, much focus 
has been dedicated to improve energy consumption. Energy-inefficient algorithms reduce the 
network lifetime and impact its performance. The energy hole problem is still not solved because 
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the sensors forward the data to a single sink node that reduces its battery faster [2]. Mobile sink 
nodes play an important role in efficiently forwarding data to base stations [4].  
 
The three benchmarks of direct routing schemes in WSNs are Dijkstra’s algorithm, Low Energy 
Adaptive Clustering Hierarchy algorithm (LEACH), and Floyd-Warshall’s algorithm.  Firstly, 
Dijkstra’s algorithm plays an important role in practical applications of data monitoring; it 
considers the energy and time constraint while sending the message from source node to 
destination node. In WSNs, this algorithm is used to find the shortest path between pairs of 
source and destination nodes for data aggregation through all reachable nodes in a sensing field. 
Dijkstra’s algorithm can reduce the network energy consumption significantly [5]. However, this 
algorithm can be inefficient because of the cost of computations. By applying this algorithm to the 
mobile sink scenario, the mobile sink will visit each and every node to collect data with single-hop 
communication. Thus, it can reduce the network energy significantly. In networks with a large 
number of sensor nodes, this algorithm seems inefficient because of the high data delivery delay. 
 
Secondly, the LEACH algorithm randomly selects some nodes as cluster heads (CHs) for 
forwarding data and balancing the energy of the network by rotating this role. In this algorithm, 
sensor nodes will find and only communicate with their closest neighbors (closest nodes) and 
forward data to base station. By using this algorithm, the energy of the nodes is distributed and 
the chances of depleting the energy of nodes is less and the power required to transfer data per 
round is balanced uniformly. As a result, the network lifetime can be increased [6].  
 
Thirdly, Floyd-Warshall’s algorithm is a combination of Floyd’s algorithm and Warshall’s algorithm 
in order to find the transitive closure of a graph. Floyd’s algorithm finds the shortest path but it is 
not suitable for applying to WSNs. This algorithm finds all the minimum distance between pairs of 
nodes. 
 
C. Rendezvous: 
Instead of letting a mobile sink travel along all the nodes in the network, the use of Rendezvous 
Nodes (RNs) can reduce the network energy consumption significantly [7]. RNs not only can 
perform the cluster head role, but also can reduce the network energy cost. The RNs selection 
algorithm [5] shows that by only visiting the set of RNs, the mobile sink can minimize the travel 
tour length and avoid the density of the heavy multi-hop communication. As the result, the energy 
consumption decreases and accordingly the network lifetime increases.  
 
Mobile-sink path selection using weighted rendezvous planning algorithm (WRP) is one of the 
most common algorithms based on the concept of RNs. This algorithm is utilizing a hybrid moving 
pattern where the mobile sink node will only visit RNs. Reflecting a set of factors, weights can be 
assigned to sensor nodes. Based on these weight values, the algorithm chooses a path for the 
mobile sink. WRP can increase the network lifetime by 44% on average [1]. It also decreases 
energy consumption by 22% on average [1]. Despite these improvement, the amount of data 
handled by RNs, especially in large networks, can be overwhelming leading to buffer overflow or 
high delivery delays when communicating with the mobile sink. Much research has been 
dedicated to RN-based algorithms aiming to improve the overall performance of the algorithm. 
One addition is to find the closest RNs among all nodes to create a more efficient travelling path 
for mobile sinks [8]. By applying this protocol, the mobile sink tour length is significantly 
decreased compared to traditional RN algorithms. 

 
3. PROPOSED ALGORITHM 
3.1. WSN Challenges 
WSNs have been studied and researched for many years. Although, a lot of improvements have 
been proposed and applied over the years, there are still some outstanding challenges that may 
limit the use of WSNs for certain applications. The two major challenges impacting the WSNs in 
terms of lifetime, coverage and performance are: power consumption and redundant node 
requirements. These issues have been a research focus in recent years, yet, the need for better 



Long Kim Le & Ahmed M.Mahdy 

International Journal of Computer Networks (IJCN), Volume (8) : Issue (2) : 2016 30 

solutions cannot be understated. 
 
In real-life scenarios and for specific applications, a WSN can be deployed with a large number of 
sensor nodes. It may be designed to operate for months or years in hard to access areas. Thus, 
changing or replacing battery for such a large number of sensor nodes may not be practical or 
feasible. Thus, it is critical that WSNs operate as efficient as possible. The design of the network 
topology, protocols, routing algorithms, and even each individual sensor node is key to an 
efficient operation.  
 
In single-hop based WSNs where sensor nodes are directly communicating with the controller or 
base station, the sleeping time mostly depends on the application. In multi-hop based WSNs, sink 
nodes act as the most active nodes in the network, so their batteries may drain out more quickly 
than other nodes. 

 
3.2. E

2
HUV Algorithm 

A. Assumptions 
Before describing the proposed algorithm, the following are the assumptions for the E

2
HUV 

algorithm. These assumptions are based on the DEETP algorithm [9] for performance evaluation 
and comparison purposes:  
 

• The time of multi-hop communication delay is negligible.  

• Every sensor node including Rendezvous Points (RPs) has enough memory to store all 
 data.  

• The deployment of sensor nodes is uniform, so the UAVs know the location of nodes and 
 RPs.  

• In this scenario, the ad hoc WSN is in stable condition. The connections between nodes 
 are stable and there is no redundant or isolated node.  

• Every node has the same and fixed data communication range.  

• Each sensor node will transmit one data packet; b bits in t time. 
 
B. Notations 
In this paper, a WSN is considered with a complete graph and modeled as G(V,E) where V is the 
set of sensor nodes, E is the set of edges between 2 nodes in V. When a sensor node i transmits 
b bits to node j, it will consume the amount of energy as follow [3][9]:  
 

ET (i, j) = bij . Cij 

 
Cij is the required energy when node i transmits one unit of data to node j. It is calculated by 
following formula:  

 

Cij = ij 

Then: ET (i, j) = bij ( ij) 
 

Where di,j is the Euclidean distance between 2 nodes i and j;  is the energy consumption factor 

caused by the transmission;  is the energy consumption factor of the amplifier; e is the path loss 
which has range from 2 to 6 depending on the environment.  
 
Similarly, the power consumption when node i receives b bits from node j is:  
 

ER (i, j) = bij .  
 

Where  is a given constant presenting the energy consumption per received bit. 
So the total energy consumption per time unit at node i is:  
 

ES =  +  =  +  
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The maximum length of the path that a UAV can cover, d, assuming a constant speed v:  
 

dmax = P . v 
 

Where P is the maximum packet delay allowed in the network. ND(i) is the number of data 
packets that a sensor node i transmits to the closest RN:  
 

ND(i) = G(i, Tj) + 1 
 

Where G(i, Tj) is the number of sub nodes that node i has in the tree T. Based on the weight of a 
sensor node, the algorithm declares which node will become a RN. The weight of a sensor node i 
is calculated by the following formula:  
 

Wi = ND(i).H(i, M) 
 

Where Wi is the weight at node i; H(i, M) is the closest RN which is defined as:  
 

H(i, M) = {hi,mj | k  hi,mj  hi,mk} 
 

Where hi,j is the distance between node i and node j. 
 
Standard Deviation (SD) is calculated to measure the imbalance of energy consumption among 
the different nodes. If SD is high, it indicates that some parts of the network tend to exhaust their 
energy quite rapidly compared to other parts [9].  
 

SD =  

 
Where ES[i] is the energy consumption by node i, V is the number of nodes, u is the average 
energy consumption. 
 
The communication range of each sensor node is same over the whole simulation period, the 
flying altitude of a UAV needs to be carefully considered. If UAVs are acting as mobile sink nodes 
to collect the data from the sensor field and their altitude is properly calculated and adjusted, the 
network performance can be improved by reducing the connection range.  

 

Notation Description 

G(V, E) The network complete graph 

V The set of sensor nodes 

E The set of edges between 2 nodes 

n The total number of sensor nodes, n = |V| 

v The UAV’s speed 
dmax Maximum tour length 

ET (i, j) The energy consumption when node i send 
data packet to node j 

ER (i, j) The energy consumption for receiving data 
packet 

ES The total energy consumption on a node. 
(ES(i, j) = ET (i, j) + ER (i, j)) 

 The energy consumption factor caused 
by the transmission 

 The energy consumption factor of the 
amplifier 

i,j The Euclidean distance between 2 nodes i 
and j 
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e The path-loss exponent (range from 2 to 6 
depends on the environment) 

SD The standard deviation of the network 

 The sensor nodes average energy 
consumption 
 

TABLE 1: Summary of notations. 

 
The flying height of the UAV is a function of the communication range of a sensor node. Figure 7 
shows that the height h is the actual height of a UAV that will be maintained during the flight and 
while collecting data from the sensor field. R is the communication range of a node. The flying 
height of a UAV can be calculated as follows:  
 

h =  

 
Where v is the UAV speed; T’ is the connection time. 
 

 
 

FIGURE 3: Height of a UAV. 
 

 v = 1m/s 

R = 20m < 19.995m 

R = 100m < 99.861m 
 

TABLE 2: UAV flying height under different speed. 
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C. E
2
HUV Algorithm Description 

 

 
 

FIGURE 4: E
2
HUV Flow Chart. 

 
In this paper, the main objective of E

2
HUV is to improve energy consumption and coverage in 

WSNs. The problem of limited-energy sink nodes is solved by using multiple UAVs. The UAVs 
offer better battery capacity that can be recharged and can cover larger areas. E

2
HUV algorithm 

is based on Dijkstra’s and Weight Rendezvous Planning (WRP). Figure 4 presents a flow chart of 
how the algorithm works. Depending on the UAV battery, the E

2
HUV will accordingly operate and 

calculate the most appropriate path for the UAV to travel the sensor field. When the battery of a 
UAV is full or nearly full, the UAV will follow Dijkstra’s algorithm. It will travel the shortest path. 
When the battery approaches a specified threshold, the proposed algorithm will function as a 
WRP-based algorithm. By selecting the RPs of the remaining unvisited sensor nodes, the UAV 
can collect data from RPs and forward to the base station. The ability to switch from Dijkstra’s-
based to WRP-based allows the mobile sink node (i.e. UAV) to achieve a balanced performance 
between coverage and lifetime. 
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The complexity of the E
2
HUV algorithm can be calculated as: nlog(n

2
). The complexity of 

Dijkstra’s is O(ElgV) where there are V vertices in the graph; E is the total number of edges. The 
complexity of WRP is O(n

5
). Based on the complexity estimation, the E

2
HUV algorithm has better 

performance compared to WRP.  
 
Figure 5 shows an example of finding a travel path for a UAV using E

2
HUV. The E

2
HUV starts 

from the starting position near node 2. Consider node 2 as the first node that UAV will visit. 
Assume that the UAV battery is fully charged. The maximum tour length is dmax = 90m. A shortest 
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Path Tree (SPT) is created in Figure 5(a). When the algorithm starts, the UAV will visit node 2 
first. From node 2, it finds the shortest edge from node 2 to its neighbors (12, 1, 8). In this case, it 
is node 12. As the operation continues, a path through nodes 2, 12, 11, 1 is created; as shown in 
Figure 5(b). When the battery reaches 40% (i.e. the set threshold in this case), the algorithm 
switches to WRP to find the closet set of RNs from its current position. Assume that the UAV is at 
node 1 when the battery level hits the threshold value. In its first iteration, node 10 is added to the 
path since it has the highest weight value among unvisited nodes. So M = [1, 10]. M is smaller 
than dmax, so node 10 is added to the tour. In the second iteration, node 7 becomes the closest 
RN and has the highest weight among the rest of nodes. M = [1, 10, 7] is smaller than dmax. So 
node 7 is added to the tour. The algorithm continues until the UAV has power enough to return to 
its base station. 
 

 
 

FIGURE 5: Example of E
2
HUV with 13 nodes and one UAV. 

 
3.3. Performance Analysis 
3.3.1     Simulation Setup 
The purpose of this simulation is to compare the E

2
HUV algorithm with the two most commonly 

used algorithms; Dijkstra’s and Weight Rendezvous Planning algorithms. Network Simulator 3 
(NS3) is the simulator of choice with C++ programing language. The WSN consists of multiple 
sensor nodes deployed in a field of size 200 square meters; Figure 7. The simulation is run on 
64-bit Ubuntu version 15.04.  

 
 

FIGURE 6: Example of a UAV device - Parrot Bebop Drone. [10]. 
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FIGURE 7: The E
2
HUV Algorithm simulation. 

 
The performance of the Dijkstra’s, WRP, and E

2
HUV algorithms are evaluated in this paper. All 

algorithms have been simulated under the same network and parameters conditions. In all the 
simulations, nodes 0, 2 and highest ID node are designated as mobile sinks (i.e. UAVs in this 
scenario). The results were averaged over 15 runs for each metric. 
 

Parameter Value 

Number of sensor nodes 100 

Number of UAVs 5 

Maximum allowed packet delay 100 to 300 seconds 

Sensor node transmission range 20m to 100m 

UAV speed 1m/s 

Packet length 210 bytes 

Communication rate 448Kb/s 

Energy consumption at transmitter 40mW 

Energy consumption at receiver 20mW 

Sensor node’s battery 100J 
 

TABLE 3: Simulation parameters. 

 
3.3.2 Evaluation 
In this implementation, the network size can vary between 2-200 sensor nodes. These sensor 
nodes are deployed in different clusters in the simulated area. There is a minimum of two UAVs, 
by default, to collect data from the sensing field. The number of UAVs is increased depending on 
the experiment scenario. For the purpose of implementation, it is assumed that all sensor nodes 
are fully charged and the speed of UAVs is constant at 1m/s. The simulation also follows the 
aforementioned assumptions. 
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FIGURE 8: Algorithm running time for E
2
HUV, Dijkstra’s and WRP algorithms. 

 
Figure 8 shows that E

2
HUV algorithm outperforms WRP on running time. The Dijkstra’s based 

algorithm seems to have the best running time among all algorithms. Dijkstra’s based algorithm 
appears to take less time compared to WRP especially for large number of sensor nodes.  
 

 
 

FIGURE 9: Network energy consumption for E
2
HUV, Dijkstra’s and WRP algorithms. 

 
Figure 9 shows energy consumption performance for the three algorithms. The E

2
HUV algorithm 

uses less energy approximately by 30% and 43% compared to WRP and Dijkstra’s, respectively. 
It is worth noting that the proposed hybrid algorithm has greater running time than Dijkstra’s but it 
costs less energy. The reason is that E

2
HUV spends more time on computing and processing 

and less time on communications as compared to Dijkstra’s. It is typical for such networks that 
communications would cost more energy than computing and processing. 
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FIGURE 10: Network lifetime for E
2
HUV, Dijkstra’s and WRP algorithms. 

 
As shown in Figure 10, the E

2
HUV algorithm improves network lifetime by 11% and 20% as 

compared to WRP and Dijkstra’s, respectively.  
 

 
 

FIGURE 11: Standard deviation of sensor nodes’ energy consumption. 

 
Figure 11 shows energy consumption standard deviation (SD). The smaller the SD value is the 
longer the network lifetime is and the more uniform energy consumption is. E

2
HUV tends to have 

a smaller SD compared to WRP allowing for better energy consumption balance among the 
sensor nodes. This can lead to a long network lifetime even with large number of sensor nodes. 
For SD, Dijkstra’s serves as the lower bound with a value of 0. 
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FIGURE 12: Network energy consumption for E
2
HUV, Dijkstra’s and WRP algorithms under different 

required delivery times for data packets. 

 
Figure 12 shows energy consumption and network lifetime as a function of packet delivery time. 
The energy consumption for E

2
HUV is reduced by 55% when the required packet delivery time is 

changed from 5 to 30 s. WRP and Dijkstra’s observed a reduction of 20% and 12%, respectively. 
 

 
 

FIGURE 13: Network energy consumption with different UAV battery thresholds. 

 
Figure 13 shows the performance of the proposed algorithm under different UAV battery 
thresholds from 0% to 100%. This is to observe the change in network energy consumption. 
When the battery threshold is very small, the proposed algorithm will operate as a WRP. When 
the threshold is nearly 100%, it will act as a Dijkstra’s based algorithm. According to the results, 
the optimum energy consumption, for this scenario, is achieved when the threshold is at 40%. 
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