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Abstract 

 
The search for interesting information in a huge data collection is a tough job 
frustrating the seekers for that information. The automatic text summarization has 
come to facilitate such searching process. The selection of distinct ideas 
“diversity” from the original document can produce an appropriate summary. 
Incorporating of multiple means can help to find the diversity in the text. In this 
paper, we propose approach for text summarization, in which three evidences 
are employed (clustering, binary tree and diversity based method) to help in 
finding the document distinct ideas. The emphasis of our approach is on 
controlling the redundancy in the summarized text. The role of clustering is very 
important, where some clustering algorithms perform better than others. 
Therefore we conducted an experiment for comparing two clustering algorithms 
(K-means and complete linkage clustering algorithms) based on the performance 
of our method, the results shown that k-means performs better than complete 
linkage. In general, the experimental results shown that our method performs 
well for text summarization comparing with the benchmark methods used in this 
study. 
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1. INTRODUCTION 
The searching for interesting information in a huge data collection is a tough job frustrating the 
seekers for that information. The automatic text summarization has come to facilitate such 
searching process. It works on producing a short form for original document in form of summary. 
The summary performs a function of informing the user about the relevant documents to his or 
her need. The summary can reduce the reading time and providing quick guide to the interesting 
information. 
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In automatic text summarization, the selection process of the distinct ideas included in the 
document is called diversity. The diversity is very important evidence serving to control the 
redundancy in the summarized text and produce more appropriate summary. Many approaches 
have been proposed for text summarization based on the diversity.  The pioneer work for diversity 
based text summarization is MMR (maximal marginal relevance), it was introduced by Carbonell 
and Goldstein [2], MMR maximizes marginal relevance in retrieval and summarization. The 
sentence with high maximal relevance means it is highly relevant to the query and less similar to 
the already selected sentences. Our modified version of MMR maximizes the marginal 
importance and minimizes the relevance.  This approach treats sentence with high maximal 
importance as one that has high importance in the document and less relevance to already 
selected sentences. 
 
MMR has been modified by many researchers [4; 10; 12; 13; 16; 21; 23]. Our modification for 
MMR formula is similar to Mori et al.'s modification [16] and Liu et al.'s modification [13] where the 
importance of the sentence and the sentence relevance are added to the MMR formulation. 
Ribeiro and Matos [19] proved that the summary generated by MMR method is closed to the 
human summary, motivating us to choose MMR and modify it by including some documents 
features. The proposed approach employs two evidences (clustering algorithm and a binary tree) 
to exploit the diversity among the document sentences.  Neto et al. [17] presented a procedure 
for creating approximate structure for document sentences in the form of a binary tree, in our 
study, we build a binary tree for each cluster of document sentences, where the document 
sentences are clustered using a clustering algorithm into a number of clusters equal to the 
summary length. An objective of using the binary tree for diversity analysis is to optimize and 
minimize the text representation; this is achieved by selecting the most representative sentence 
of each sentences cluster. The redundant sentences are prevented from getting the chance to be 
candidate sentences for inclusion in the summary, serving as penalty for the most similar 
sentences. Our idea is similar to Zhu et al.’s idea [25] in terms of improving the diversity where 
they used absorbing Markov chain walks.  
 
The rest of this paper is described as follows: section 2 presents the features used in this study, 
section 3 discusses the importance and relevance of the sentence, section 4 discusses the 
sentences clustering, section 5 introduces the document-sentence tree building process using k-
means clustering algorithm, section 6 gives full description of the proposed method, section 7 
discusses the experimental design, section 8 presents the experimental results, section 9 shows 
a comparison between two clustering algorithms based on the proposed method performance. 
Section 10 concludes our work and draws the future study plan. 
 

2. SENTENCE FEATURES 
The proposed method makes use of eight different surface level features; these features are 
identified after the preprocessing of the original document is done, like stemming using porter's 
stemmer1 and removing stop words.  The features are as follows.   
 
a. Word sentence score (WSS): it is calculated using the summation of terms weights (TF-ISF, 
calculated using eq. 1, [18]) of those terms synthesizing the sentence and occur in at least in a 
number of sentences equal to half of the summary length (LS) divided by highest term weights 
(TF-ISF) summation of a sentence in the document (HTFS) as shown in  eq. 2, the idea of 
making the calculation of word sentence score under the condition of occurrence of its term in 
specific number of sentences is supported by two factors: excluding the unimportant terms and 
applying the mutual reinforcement principle [24]. MAN`A-LO`PEZ et al. [15] calculated the 
sentence score as proportion of the square of the query-word number of a cluster and the total 
number of words in that cluster.  

                                                 
1 http://www.tartarus.org/martin/PorterStemmer/ 
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Term frequency-inverse sentence frequency (TF-ISF) [18], term frequency is very important 
feature; its first use dates back to fifties [14] and still used.  
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Where 0.1 is minimum score the sentence gets in the case its terms are not important. 
 
b.  Key word feature: the top 10 words whose high TF-ISF (eq. 1) score are chosen as key words 
[8; 9]. Based on this feature, any sentence in the document is scored by the number of key words 
it contains, where the sentence receives 0.1 score for each key word.  
 
c. Nfriends feature: the nfriends feature measures the relevance degree between each pair of 
sentences by the number of sentences both are similar to. The friends of any sentence are 
selected based on the similarity degree and similarity threshold [3]. 
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d. Ngrams feature: this feature determines the relevance degree between each pair of sentences 
based on the number of n-grams they share. The skipped bigrams [11] used for this feature. 
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e. The similarity to first sentence (sim_fsd):  This feature is to score the sentence based on its 
similarity to the first sentence in the document, where in news article, the first sentence in the 
article is very important sentence [5]. The similarity is calculated using eq. 11. 
 
f. Sentence centrality (SC): the sentence has broad coverage of the sentence set (document) 
will get high score. Sentence centrality widely used as a feature [3; 22]. We calculate the 
sentence centrality based on three factors: the similarity, the shared friends and the shared 
ngrams between the sentence in hand and all other the document sentences, normalized by n-1, 
n is the number of sentences in the document. 
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Where jS  is a document sentence except iS , n is the number of sentences in the document. θ  
is the similarity threshold which is determined empirically, in an experiment was run to determine 
the best similarity threshold value, we have found that the similarity threshold can take two 
values, 0.03 and 0.16. 
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The following features are for those sentences containing ngrams [20] (consecutive terms) of title 
where n=1 in the case of the title contains only one term, n=2 otherwise: 
 
g. Title-help sentence (THS): the sentence containing n-gram terms of title. 
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h. Title-help sentence relevance sentence (THSRS): the sentence containing ngram terms of any 
title-help sentence. 
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The sentence score based on THS and THSRS is calculated as average of those two features: 
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3. THE SENTENCE IMPORTANCE (IMPR) AND SENTENCE RELEVANCE 
(REL) 

The sentence importance is the main score in our study; it is calculated as linear combination of 
the document features. Liu et al. [13] computed the sentence importance also as linear 
combination of some different features. 
 

( ) ( ( ) ( ) _ ( ) _ ( ) ( )) (9)IMPR S avg WSS S SC S SS NG S sim fsd S kwrd Si i i i i i= + + + +  

 
Where WSS: word sentence score, SC: sentence centrality, SS_NG: average of THS and 
THSRS features, Sim_fsd: the similarity of the sentence is  with the first document sentence and 

( )iSkwrd  is the key word feature. 
 

The sentence relevance between two sentences is calculated in [13] based on degree of the 
semantic relevance between their concepts, but in our study the sentence relevance between two 
sentences is calculated based on the shared friends, the shared ngrams  and the similarity 
between those two sentences: 
 

Re ( , ) ( ( , ) ( , ) ( , ) ) (10)l s s avg nfriends s s ngrams s s sim s si j i j i j i j= + +  

 

4. SENTENCES CLUSTERING 
The clustering process plays an important role in our method; it is used for grouping the similar 
sentences each in one group. The clustering is employed as an evidence for finding the diversity 
among the sentences. The selection of clustering algorithm is more sensitive needing to 
experiment with more than one clustering algorithm. There are two famous categories of the 
clustering methods: partitional clustering and hierarchical clustering. The difference between 
those two categories is that hierarchical clustering tries to build a tree-like nested structure 
partition of clustered data while partitional clustering requires receiving the number of clusters 
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then separating the data into isolated groups [7]. Example of the hierarchical clustering methods 
is agglomerative clustering methods like Single linkage, complete linkage, and group average 
linkage. We have tested our method using k-means clustering algorithm and complete linkage 
clustering algorithm. 
                     

5. DOCUMENT-SENTENCE TREE BUILDING (DST) USING K-MEANS 
CLUSTERING ALGORITHM 

The first stage for building the document-sentence tree is to cluster the document sentences into 
a number of clusters. The clustering is done using k-means clustering algorithm. The clusters 
number is determined automatically by the summary length (number of sentences in the final 
summary). The initial centroids are selected as the following: 

• Pick up one sentence which has higher number of similar sentences (sentence friends). 
• Form a group for the picked up sentence and its friends, the maximum number of 

sentences in that group is equal to the total number of document sentences divided by 
the number of clusters. 

• From the created group of sentences, the highest important sentence is selected as initial 
centroid. 

• Remove the appearance of each sentence in the created group from the main group of 
document sentences. 

• Repeat the same procedure until the number of initial centroids selected is equal to the 
number of clusters. 

To calculate the sentence similarity between two sentences i js and s , we use TF-ISF and 
cosine similarity measure as in eq. 11 [3]: 
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Where tf is term frequency of term iw  in the sentence i js or s , sf is number of sentences 
containing the term iw in the document, n is number of sentences in the document. 
 
Each sentences cluster is represented as one binary tree or more. The first sentence which is 
presented in the binary tree is that sentence with higher number of friends (higher number of 
similar sentences), then the sentences which are most similar to already presented sentence are 
selected and presented in the same binary tree. The sentences in the binary tree are ordered 
based on their scores. The score of the sentence in the binary tree building process is calculated 
based on the importance of the sentence and the number of its friends using eq. 12. The goal of 
incorporating the importance of sentence and number of its friends together to calculate its score 
is to balance between the importance and the centrality (a number of high important friends).  
 

( ) ( ) (1 (1 ( ) ( ))) (12)BT i i i iScore s impr s impr s friendsNo s= + − − ×  
 

Where ( )Score sBT i is the score of the is  sentence in the binary tree building process, ( )iimpr s  is 
importance of the sentence is  and ( )ifriendsNo s  is the number of sentence friends.  
 
Each level in the binary tree contains ln2 of the higher score sentences, where ln is the level 
number, ln=0, 1, 2, ….., n, the top level contains one sentence which is a sentence with highest 
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score. In case, there are sentences remaining in the same cluster, a new binary tree is built for 
them by the same procedure. 
 

6. METHODOLOGY 
The proposed method for summary generation depends on the extraction of the highest important 
sentences from the original text, we introduce a modified version of MMR, and we called it MMI 
(maximal marginal importance). MMR approach depends on the relevance of the document to the 
query, and it is for query based summary. In our modification we have tried to release this 
restriction by replacing the query relevance with sentence importance for presenting the MMI as 
generic summarization approach. 
 
Most features used in this method are accumulated together to show the importance of the 
sentence, the reason for including the importance of the sentence in the method is to emphasize 
on the high information richness in the sentence as well as high information novelty. We use the 
tree for grouping the most similar sentences together in easy way, and we assume that the tree 
structure can take part in finding the diversity. 
 
MMI is used to select one sentence from the binary tree of each sentence cluster to be included 
in the final summary. In the binary tree, a level penalty is imposed on each level of sentences 
which is 0.01 times the level number. The purpose of the level penalty is to reduce the noisy 
sentences score. The sentences which are in the lower levels are considered as noisy sentences 
because they are carrying low scores. Therefore the level penalty in the low levels is higher while 
it is low in the high levels. We assume that this kind of scoring will allow to the sentence with high 
importance and high centrality to get the chance to be a summary sentence, this idea is 
supported by the idea of PageRank used in Google [1] where the citation (link) graph of the web 
page or backlinks to that page is used to determine the rank of that page. The summary sentence 
is selected from the binary tree by traversing all levels and applying MMI on each level 
sentences. 

( ) max ( ( ) ( )) max (Re ( , )) (13)
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Where Re ( , )i jl S S  is the relevance between the two competitive sentences, iS  is the unselected 
sentence in the current binary tree, jS  is the already selected sentence, SS  is the list of already 
selected sentences, CS  is the competitive sentences of the current binary tree and β  is the 
penalty level. 

 
In MMR, the parameter λ is very important, it controls the similarity between already selected 
sentences and unselected sentences, and where setting it to incorrect value may cause creation 
of low quality summary. Our method pays more attention for the redundancy removing by 
applying MMI in the binary tree structure. The binary tree is used for grouping the most similar 
sentences in one cluster, so we didn’t use the parameter λ because we just select one sentence 
from each binary tree and leave the other sentences. 

 
Our method is intended to be used for single document summarization as well as multi-
documents summarization, where it has the ability to get rid of the problem of some information 
stored in single document or multi-documents which inevitably overlap with each other, and can 
extract globally important information. In addition to that advantage of the proposed method, it 
maximizes the coverage of each sentence by taking into account the sentence relatedness to all 
other document sentences. The best sentence based on our method policy is the sentence that 
has higher importance in the document, higher relatedness to most document sentences and less 
similar to the sentences already selected as candidates for inclusion in the summary. 
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7. EXPERIMENTAL DESIGN 
The Document Understanding Conference (DUC) [6] data collection became as standard data set 
for testing any summarization method; it is used by most researchers in text summarization. We 
have used DUC 2002 data to evaluate our method for creating a generic 100-word summary, the 
task 1 in DUC 2001 and 2002, for that task, the training  set comprised 30 sets of approximately 
10 documents each, together with their 100-word human written summaries. The test set 
comprised 30 unseen documents. The document sets D061j, D064j, D065j, D068j, D073b, D075b 
and D077b were used in our experiment. 
 
ROUGE (Recall-Oriented Understudy for Gisting Evaluation) toolkit [11] is used for evaluating the 
proposed method, where ROUGE compares a system generated summary against a human 
generated summary to measure the quality. ROUGE is the main metric in the DUC text 
summarization evaluations. It has different variants, in our experiment, we use ROUGE-N (N=1 
and 2) and ROUGE-L, the reason for selecting these measures is what reported by same study 
[11] that those measures work well for single document summarization.  
 
The ROUGE evaluation measure (version 1.5.52) generates three scores for each summary: 
recall, precision and F-measure (weighted harmonic mean, eq. 14), in the literature, we found that 
the recall is the most important measure to be used for comparison purpose, so we will 
concentrate more on the recall in this evaluation.  
 

( )

1F= (14)
1 11
P R

alpha alpha⎛ ⎞⎛ ⎞ ⎛ ⎞× + − ×⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠

 

 
Where P and R are precision and recall, respectively. Alpha is the parameter to balance between 
precision and recall; we set this parameter to 0.5. 

 

8. EXPERIMENTAL RESULTS 
The similarity threshold plays very important role in our study where the most score of any 
sentence depends on its relation with other document sentences. Therefore we must pay more 
attention to this factor by determining its appropriate value through a separate experiment, which 
was run for this purpose. The data set used in this experiment is document set D01a (one 
document set in DUC 2001 document sets), the document set D01a containing eleven 
documents, each document accompanied with its model or human generated summary. We have 
experimented with 21 different similarity threshold values ranging from 0.01 to 0.2, 0.3 by 
stepping 0.01. We found that the best average recall score can be gotten using the similarity 
threshold value 0.16. However, this value doesn't do well with each document separately. Thus, 
we have examined each similarity threshold value with each document and found that the 
similarity threshold value that can perform well with all documents is 0.03. Therefore, we decided 
to run our summarization experiment using the similarity threshold 0.03. 
 
We have run our summarization experiment using DUC 2002 document sets D061j, D064j, 
D065j, D068j, D073b, D075b and D077b where each document set contains two model or human 
generated summaries for each document. We gave the names H1 and H2 for those two model 
summaries. The human summary H2 is used as benchmark to measure the quality of our method 
summary, while the human summary H1 is used as reference summary. Beside the human with 
human benchmark (H2 against H1), we also use another benchmark which is MS word 
summarizer  
 
                                                 
2 http://haydn.isi.edu/ROUGE/latest.html 
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The proposed method and the two benchmarks are used to create a summary for each document 
in the document set used in this study. Each system created good summary compared with the 
reference (human) summary. The results using the ROUGE variants (ROUGE-1, ROUGE-2 and 
ROUGE-L) demonstrate that our method performs better than MS word summarizer and closer to 
the human with human benchmark. For some document sets (D061j, D073b and D075b), our 
method could perform better than the human with human benchmark. Although the recall score is 
the main score used for comparing the text summarization methods when the summary length is 
limited3, we found that our method performs well for all average ROUGE variants scores.  The 
overall analysis for the results is concluded and shown in figures 1, 2 and 3 for the three rouge 
evaluation measures. MMI average recall at the 95%-confidence interval is shown in Table-1.  
 
 

Metric 95%-Confidence interval 
ROUGE-1 0.43017 - 0.49658 
ROUGE-2 0.18583 - 0.26001 
ROUGE-L 0.39615 - 0.46276 
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3 http://haydn.isi.edu/ROUGE/latest.html 

Table 1: MMI average recall at the 95%-confidence interval.

FIGURE 1: MMI, MS Word Summarizer and H2-H1 comparison: Recall, Precision and F-measure using 
ROUGE-1. 
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For ROUGE-2 average recall score, our method performance is better than the two benchmarks 
by: 0.03313 and 0.03519 for MS word summarizer and human with human benchmark (H2-H1) 
respectively, this proves that the summary created by our method is not just scatter terms 
extracted from the original document but it has meaningful. For ROUGE-1 and ROUGE-L 
average recall scores, our method performance is better than MS word summarizer and closer to 
human with human benchmark. 

 

9. COMPARISON BETWEEN K-MEANS AND C-LINKAGE CLUSTERING 
ALGORITHMS BASED ON MMI PERFORMANCE 

The previous experiment was run using k-means as clustering algorithm for clustering the 
sentences, we also run the same experiment using c-linkage (complete linkage) clustering 
algorithm instead of k-means to find out the clustering method which performs well with our 
method. The results show that c-linkage clustering algorithm performs less than k-means 
clustering algorithm. Table 3 shows the comparison between those clustering algorithms. 
 
 

FIGURE 2: MMI, MS Word Summarizer and H2-H1 comparison: Recall, Precision and F-measure using 
ROUGE-2. 

FIGURE 3: MMI, MS Word Summarizer and H2-H1 comparison: Recall, Precision and F-measure using 
ROUGE-L. 
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ROUGE Method R P F-measure 

1 
MMI-K-means 0.46293 0.49915 0.47521 

MMI-C-linkage 0.44803 0.48961 0.46177 

2 
MMI-K-means 0.21885 0.23984 0.22557 

MMI-C-linkage 0.20816 0.23349 0.21627 

L 
MMI-K-means 0.42914 0.46316 0.44056 

MMI-C-linkage 0.4132 0.45203 0.42594 
 
 

 

10. CONCLUSION AND FUTURE WORK 
In this paper we have presented an effective diversity based method for single document 
summarization. Two ways were used for finding the diversity: the first one is as preliminary way 
where the document sentences are clustered based on the similarity - similarity threshold is 0.03 
determined empirically - and all resulting clusters are presented as a tree containing a binary tree 
for each group of similar sentences. The second way is to apply the proposed method on each 
branch in the tree to select one sentence as summary sentence. The clustering algorithm and 
binary tree were used as helping factor with the proposed method for finding the most distinct 
ideas in the text. Two clustering algorithms (K-mean and C-linkage) were compared to find out 
which of them performs well with the proposed diversity method. We found that K-means 
algorithm has better performance than C-linkage algorithm.  The results of our method supports 
that employing of multiple factors can help to find the diversity in the text because the isolation of 
all similar sentences in one group can solve a part of the redundancy problem among the 
document sentences and the other part of that problem is solved by the diversity based method 
which tries to select the most diverse sentence from each group of sentences. The advantages of 
our introduced method are: it does not use external resource except the original document given 
to be summarized and deep natural language processing is not required. Our method has shown 
good performance when comparing with the benchmark methods used in this study. For future 
work, we plan to incorporate artificial intelligence technique with the proposed method and extend 
the proposed method for multi document summarization. 
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