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Abstract 
 
The software has become a modern asset and competitive product. The product line that has 
long been used in manufacturing and construction industries nowadays has attracted a lot of 
attention in software industry. Most importance of product line engineering approach is in cost 
and time issues involved in marketing. Feature model is one of the most important methods of 
documenting variability in product line that shows product features and their dependencies. 
Because of the magnitude and complexity of the product line, build and maintain feature models 
are complex and time-consuming work. In this article feature model importance and position in 
product line is discussed and feature model extraction methods are reviewed and compared. 

 
Keywords: Software Product Line, Feature Model, Extraction Method Review. 

 

 
1. INTRODUCTION 

The software has become a modern asset and competitive product [1]. The product line that has 
long been used in manufacturing and construction industries nowadays has attracted a lot of 
attention in software industry. Most importance of product line engineering approach is in cost 
and time issues involved in marketing; but product line engineering is also supports other 
business purposes [2]. 
 
According to the definition provided by Carnegie Mellon University, Software product line 
includes a family of system that have a series of technical assets in common between all of them 
(core assets) and variability parts that were considered in order to meet customers' specific 
requirements. Software product line engineering adds a lot of values for developer companies. 
Reusability, short time product presentation and quality are all of the aspects that make software 
product line development as a cost-effective approach [2]. 

 
Primarily, feature models were introduced in 1990 in feature-oriented domain analysis methods. 
FODA method support reusability in functional and architectural levels. Features are logical units 
of behavior that is described by a set of functionality and quality requirements and represent an 
important value for the users [3]. In features oriented design and implementation, feature models 
are standard visual presentation. Feature diagram describe features and integrity constraints 
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between them as a tree. A feature generally indicates the abstract of a domain. But feature is 
more than a name in domain modeling; its other properties must be considered as well. 
 
Some of the potential characteristics that domain experts can collect for the features as followed: 
 

• Describes the features and their corresponding requirements  

• Relationship with other features, especially the hierarchy, order and grouping 

• The estimated or measurement cost of an achievement of a feature 

• Configuration knowledge, such as “enabled by default” 

• Constraints, such as “include feature X and exclude feature Y” 

• Relationship between potential features 
 
Features do not easily compose [4]. All features cannot be composed and some features may 
require the presence of other features. So feature model describes the relationship between the 
features and valid feature selections [5]. 

 
Implementation of the variability in the features level has an important effect on conceptual 
integrity of the system.  Features used for domain modeling, variability management, guidance of 
feature planning and as the basis for communication between stakeholders in the system or used 
as general guidelines for the system design [6]. 

 
In order to emphasize the complexity of the design position in the product line, the following table 
compares product line approach and single software development briefly. 
 

Criteria Product line Single system 

Production area Family of products Single system 

Development approach Tow life cycle Single life cycle 

Reusability Strategic and technical reusability Technical reusability 

Practical purpose Meet the needs of multiple 
customers in certain segments of 

the market 

Meet the needs of a 
customer 

New product time to market Short Long 

Development costs per 
system in long term 

Decreasing (stable) Increasing 

Required architecture type Reference architecture Single system 
architecture 

Variability Numerous and mandatory Limit 

Requirement analysis 
complexity 

High Depend on product 
type high/low 

 

TABLE 1: Compares product line approach and single software development. 

 
The task of constructing feature models can be very arduous for requirements engineers, 
especially if they are presented with heterogeneous and unstructured requirements documents 
(such as interview transcripts, business models and technical specifications) from which to derive 
the feature model. The task of identifying core and variant features can be particularly difficult in 
the case of extractive or reactive SPLE [7]. 
 
In this article, feature model extraction methods are discussed. In section 2, importance and 
necessity of feature model in product line is reviewed from different viewpoint. Section 3 
describes the feature model extraction methods. And in Section 4 feature model extraction 
methods have been compared. 
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2. FEATURE MODEL IMPORTANCE AND POSITION IN SOFTWARE 
PRODUCT LINE 

Software product line engineering is an affordable approach for development of product family. 
Product line engineering approach focuses on the creation of reusable infrastructure. The key of 
its success is in having the correct view of the scope of software product line, complete 
identification of common variables, products and interconnections between the features. Software 
product line domain is analyzed by feature oriented domain analysis methods and modeled by 
feature model. 
 
Features are the first product line engineering concerns. Describing feature is difficult since on 
the one hand is stakeholders and the other hand is design and implementation concepts [4]. At 
first glance, it seems that feature model is visual; but creation of good feature model that covers 
most of commonalities and variability and make reusable asset development easily, is difficult [8]. 
 
If the scope of the problem is determined to be incomplete, interrelated features may be not 
implemented, or implement features may not use. Such problems cause unnecessary complexity 
and increase development and maintaining costs [9]. To avoid these problems, software product 
line domain is usually modeled by feature model. Such as other model-based approaches, 
product line engineering faced with large-scale models and thousands uncommon features [10]. 
Construction and maintenance of such large models are very complex. 

 
3. FEATURE MODEL EXTRACTION METHOD 
The early roots of modeling features can be found in the architectural community. Architects use 
feature models for the production of simple and abstract overview of the architecture. The UML 
class diagram or package is an example of this application. Feature model describe 
commonalities and variables in the form of mandatory, alternative and optional form, also it 
highlights constraints. A basic feature model is a ‘and-or’ graph with some constraints for 
identifying valid product line configuration [11]. 
 
Feature model extract in different ways, in the following the methods are described briefly. 
 
Mathieu Acher [12] used tabular format product description in their proposed feature model 
extraction method. This process is parameterized through a dedicated language and high-level 
directives (e.g., products/features scoping).in this method, several tabular data file that is 
collection of products description from different perspectives documents, is used for feature 
model extraction. They describe a specific merging algorithm that first computes the feature 
hierarchy and then synthesizes the variability information using propositional logic techniques. 
The main contributions of this paper are extraction process parameterized by a dedicated 
language and an automated procedure that synthesizes an FM based on product descriptions. 
 
Darvil [1] proposed new approach for creating feature model from descriptions of products that 
are available on online repository of products and Web sites such as CNET softPedia. As each 
individual product descriptions show only a part of domain’s features, a large collection of 
descriptions can provide a fairly comprehensive coverage. In this method tow initial phase are 
introduced. One advantage of this method is availability of product description for each type of 
products to the public, it means that this method can also be used in an organization that has not 
developed the software for the target domain. 
 
This [13] work presents an approach based on formal concept analysis that analyzes incidence 
matrices containing matching relations as input and creates feature models as output. New 
optimal approach presented here, do this conversion in a reasonable time even when the product 
is a high number. Incidence matrix is introduced as a new concept which describes the common 
and different artifacts of variants. Using this method leads to obtain feature model graph from 
conceptual graph directly. 
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Horatio [14] use mining techniques on public product description and use clustering algorithms for 
finding domain specific features and use probabilistic model. After they use association rules and 
k-means machine learning strategies for defining specific characteristics of a special product. 
 
Mathieu [15] review the challenges of extracting a lot of feature models from the same input 
configuration that only a few of them are meaningful and can be maintained, so authors define a 
specific criteria for their separation. The challenge is to study various configuration models that 
are possible to obtain from one configuration, but only few of them are meaningful and 
sustainable. Various features model are identified primarily, and then key characteristics that 
distinguishing them is determined. Finally, with a public policy that is based on the understanding 
and knowledge of user, the feature model is constructed. 
 
Krzysztof Czarnecki et al ‘s [16] approach introduce probability feature model and show how to 
obtain probability feature model from data mining techniques from feature configuration set. The 
author believes that the results are the basic foundation to build reverse engineering software 
product line tools. 
 

Nathan Weston et al‘s method [7] introduce a tool suite which automatically processes natural-
language requirements documents into a candidate feature model, which can be refined by the 
requirements engineer. 

 
4. CONCLUSION 
In order to compare reviewed methods, some criteria are proposed. These criteria are: customer 
requirement priority, product quality predictability, non-functional requirements selectivity, 
considering integrity constraint and Feature model extraction source. 
 
Suggested criteria , customer requirement priority, considering integrity constraint  are inspired 
from [17]. Product quality predictability and non-functional requirements selectivity are from [18] 
and 19]. Feature model extraction source is considered to compare method’s precondition and 
input.  
 

• customer requirement priority [1], [12],  [3] and [3] don’t have any priority. [20] do 

requirements priority in the form of user-defined functions that reflect the priorities of their 

target states. 

 

• Product quality predictability: Since the product line include huge number of features and 

the number of products that can be produced with these features is growing 

exponentially, so the possibility of making all products and to measure their quality is far-

fetched. The ability to predict the quality of individual products without making desirable 

products is desirable and effective manner in managing product line and marketing. 

Since and [15] and [1] extract feature model after product development, haven’t this 

ability. [3] have not expressed any predictive view for their quality products [20] provide a 

way to measure and predict the product's quality. 

 

• Non-functional requirements selectivity: Non-functional requirements in the development 

of a single product collected and documented before development. During development, 

such as non-functional requirements frameworks tools, help the developers design 

decisions that affect the final product properties. But in product line approach, the product 

is designed and produced for a range of clients with different non-functional 

requirements. Sometimes different customers may need opposing non-functional 

requirements. So the ability of choosing non-functional features for each customer is a 

mean to enhancing product quality and meet customer demands. [3], [12], [7] don’t 
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consider this capability. [20] method has this ability to predict product quality before 

product development by considering selected features. 

 

• Considering integrity constraint: In addition to the parent-child relationship between the 

features, integrity constraints for domestic mutual dependencies between features are 

presented. The most important provisions of the integrity of the proposed are "include" 

and "exclude". [3], [1] and [12] don’t use integrity constraint.in Nathan Weston method 

just use optional and alternative  feature’s constraints. 

 

• Feature model extraction source: feature model extraction methods use different inputs 

for building feature model and cause differentiation between them. Source used in each 

way is presented in the table given below:  

Method Feature model extraction source 
Jean-Marc Davril,2013 Public product description  

Mathieu Acher,2012 Tabular data files  

Conqueror,2011 Customer requirements and common domain 
requirements  

FODA ,1990 Common domain requirements  

 Dumitru,2014 Online public product description  

Acher, Baudry, 2013 Possible configuration set  

Czarnecki, She,2008 Data mining techniques from feature configurations  

Nathan Weston, 2009 Using (RDF) Request Defining Language and 
requirement definition  

 

TABLE 2: Comparison extraction’s model feature source. 

 
Although a large variety of different methods have been proposed to extract feature model in 
product line, the development team must use appropriate method based on their emerging needs 
and their available inputs.  

 

5. FUTURE WORK 
A large variety of different feature model extraction methods have been proposed in software 
product line. There is the possibility of converting feature model to product line architecture. We 
will do future research on how to convert feature model to software product line architecture.   
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