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Abstract 

Face recognition is a biometric authentication method that has become more 
significant and relevant in recent years. It is becoming a more mature technology 
that has been employed in many large scale systems such as Visa Information 
System, surveillance access control and multimedia search engine. Generally, 
there are three categories of approaches for recognition, namely global facial 
feature, local facial feature and hybrid feature. Although the global facial-based 
feature approach is the most researched area, this approach is still plagued with 
many difficulties and drawbacks due to factors such as face orientation, 
illumination, and the presence of foreign objects. This paper presents an 
improved offline face recognition algorithm based on a multi-local feature 
selection approach for grayscale images. The approach taken in this work 
consists of five stages, namely face detection, facial feature (eyes, nose and 
mouth) extraction, moment generation, facial feature classification and face 
identification.  Subsequently, these stages were applied to 3065 images from 
three distinct facial databases, namely ORL, Yale and AR. The experimental 
results obtained have shown that recognition rates of more than 89% have been 
achieved as compared to other global-based features and local facial-based 
feature approaches. The results also revealed that the technique is robust and 
invariant to translation, orientation, and scaling. 

Keywords: Face Recognition, Facial Feature Extraction, Localization, Neural Network, Genetic Algorithm 
(GA) 
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1.  INTRODUCTION 

Face recognition is one of the physiological biometric technologies which exploit the unique 
features on the human face. Although face recognition may seem an easy task for human, but 
machine recognition is a much more daunting task [1]. The difficulties due to pose, present or 
absent of structural components, occlusion, image orientation, facial expression and imaging 
conditions [2]. For the last two decades, there has been growing interest in machine recognition of 
faces due to its potential applications, such as film processing, user authentication, access control 
system, law enforcement, etc. Typically face recognition system should include four stages. The 
first stage involves detecting human face area from images, i.e. detect and locate face. The 
second stage requires extraction of a suitable representation of the face region. The third stage 
classifies the facial image based on the representation obtained in the previous stage. Finally, 
compares facial image against database (gallery) and reports a match. 
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To design a high accuracy recognition system, the choice of feature extractor is very crucial. In 
general, feature extraction methods can be divided into two categories: face based and 
constituent based. The face based approach uses raw pixel information or features extracted from 
the whole image which as a representation of face. Therefore face based method uses global 
information instead of local information. Principal Component Analysis (PCA) is a typical and 
successful face based method.  Turk and Pentland developed a face recognition system using 
PCA in 1991 [3].  In 1997, Belhumeur et. al. proposed Fisherface technique based on Linear 
Discriminant Analysis (LDA) to overcome the difficulty cause by illumination variation [4]. 
Haddadnia et. al. introduced a new method for face recognition using Pseudo Zernike Moment 
Invariants (PZMI) as features and Radial Basis Function (RBF) neural network as the classifier [5], 
[6], [7]. Since the global information of an image are used to determine the feature elements, 
information that are irrelevant to facial region such as shoulders, hair and background may 
contribute to creation of erroneous feature vectors that can affect the face recognition results. 
Furthermore, due to the variation of facial expression, orientation and illumination direction, single 
feature is usually not enough to represent human face. So the performance of this approach is 
quite limited.  

 

The second one is the constituent based approaches are based on relationship between 
extracting structural facial features, such as eyes, mouth, nose, etc. The constituent approaches 
deal with local information instead of global information. Therefore constituent based method can 
provides flexibility in dealing facial features, such as eyes and mouth and not affected by irrelevant 
information in an image. Yuille et. al. use Deformable Templates to extract facial features [8]. 
These are flexible templates constructed with a priori knowledge of the shape and size of the 
different features [9]. The templates can change their size and shape so that they can match 
properly. These methods work well in detection of the eyes and mouth, despite variations in tilt, 
scale and rotation of head. However modeling of the nose and eyebrow was always a difficult task 
[8], [9].  Additionally it cannot deals with complicated background settings. Moreover the 
computation of template matching is very time consuming. In 1999, Lin et. al. presented an 
automatic facial feature extraction using Genetic Algorithm (GA) [10]. In 2002, Yen et. al. 
proposed a novel method using GA to detect human facial features from images with a complex 
background without imposing any constraints [11]. The normal process of searching for the 
features is computationally expensive; therefore GA is used as a search algorithm [11]. Genetic 
algorithm possesses the following feature that make them better suited that traditional search 
algorithm [12]. Comparing to face based approach, constituent based approach provide flexibility 
in dealing facial features, such as eyes and mouth and not affected by irrelevant information in an 
image; therefore constituent based approach is selected as a solution in this paper. 

 

In the literature [13] and [14], the combination of an ensemble of classifiers has been proposed to 
achieve image classification systems with higher performance in comparison with the best 
performance achievable employing a single classifier. In Multiple Classifier System [15], different 
structures for combining classifier systems can be grouped in three configurations. In the first 
group, the classifier systems are connected in cascade to create pipeline structure. In the second 
group, the classifier systems are used in parallel and their outputs are combined named it parallel 
structure. Lastly the hybrid structure is a combination of the pipeline and parallel structure.  

 

So, this paper proposes a human face recognition system that can be designed based on hybrid 
structural classifier system. The intended scheme actually is designed to have evolutionary 
recognition results by gathering available information and extracting facial features from input 
images. In this paper, Pseudo Zernike Moment Invariant (PZMI) has been used as a feature 
domain to extract features from facial parts. Radial Basis Function (RBF) neural network is used 
as the classifier in the proposed method. RBF neural network is chosen due to their simple 
topological structure, their locally tuned neurons and their ability to have a fast learning algorithm 
in comparison with the multi-layer feed forward neural network [16], [19].  

 

The organization of the paper is structured as follow. Face parts localization using GA, moment 
generation using PZMI, facial feature classification using RBF, multi local feature selection, 
experimental results and conclusion.  
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2.  PROPOSED METHOD 

2.1 Facial Parts Localization using GA 
This is a face segmentation and facial feature extraction process [11], which gathers the sub-
regions of right eye, left eye, mouth and nose using GA. All the images captured were head and 
shoulder images and in a frontal view. 

 

2.1.1 Genetic Algorithm 
GA is a powerful search and optimization algorithm, which are based on the theory of natural 
evolution. In GA, each solution for the problem is called a chromosome and consists of a linear list 
of codes. The GA sets up a group of imaginary lives having a string of codes for a chromosome 
on the computer. The GA evolves the group of imaginary lives (referred to as population), and 
gets and almost optimum solution for the problem. The GA uses three basic operators to evolve 
the population: selection, crossover, and mutation. 
 
2.1.2 Face Segmentation 
The face segmentation process is proceeded under the assumption that human face region can 
be approximated by an ellipsoid [17]. Therefore each chromosome in the population during the 
evolutionary search has five parameters genes, the centre of the ellipse (x and y), x directional 
radius (rx), y directional radius (ry) and the angle (Ө). Figure 1 shows the chromosome for face 
segmentation.  

 

x-8bits y-8bits rx-8bits ry-8bits Ө-7bits 

                                                         FIGURE 1: Chromosome for Face Segmentation 

The fitness of the chromosome is defined by the number of edge pixels in the approximated 
ellipse like face to the actual number of pixels in the actual ellipse. The ratio is large when both 
ellipses overlap perfectly.  

 

2.1.3 Facial Feature Extraction 
After the process of face segmentation, segmented image is fed into facial feature extraction 
process. The facial feature extraction is based on horizontal edge density distribution [11]. The 
horizontal edge map of the image from segmented image is obtained in order to extract facial 
features. In this method, rectangle templates of different sizes for different facial features are used. 
The sizes of the templates for different features are decided according to general knowledge of 
the size of the features. Here, both the eye and eyebrow are contained in the same rectangle 
template. 
 

In order to make the search process less computational expensive, face is divided into sub-
regions as shown in Figure 2. The right eye is in the region Er, left eye in the region El, and region 
M contains the mouth. The nose region N can be obtained once the eyes and mouth are located. 

           

                                                                  FIGURE 2: Sub-regions of the face 

GA is used in the process of facial feature extraction to search for the global maximum point when 
the template best matches the feature. The chromosome for face feature extraction shown in 
Figure 3.  
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x-direction 

(7 bits) 

y-direction 

(7 bits) 

                                                         FIGURE 3: Chromosome for face feature extraction 

The chromosome represents the position of the feature in the x and y direction. The fitness is 
evaluated in terms of the density of the template. The best template is selected when the fitness is 
maximized. The fitness, F is shown below, 
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and T is the template, (x,y) are the coordinates of the template, and m × n is the size of the 
template. 

 

2.2 Moment Generation using PZMI 
PZMI is an orthogonal moment that is shift, rotation and scale invariant and very robust in the 
presence of noise. PZMI is been used for generating feature vector elements. Pseudo Zernike 
polynomials are well known and widely used in the analysis of optical systems. Pseudo Zernike 
polynomials are orthogonal set of complex-valued polynomials,  Vnm defined as [5], [6], [7], [16]: 
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The PZMI can be computed by the scale invariant central moments CM p,q and the radial 
geometric moments RM p,q as follows: 
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where k =(n-s-m)/2, d=(n-s-m)/2, CM p,q is the central moments and RM p,q is the Radial moments 
are as follow: 
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2.3 Facial Feature Classification Using RBF 
RBF neural network has been found to be very attractive for many engineering problem because 
[18], [19]: 

(i)  
They are universal approximators, (ii)They have a very compact topology and (iii) Their 
learning speed is very fast because of their locally tuned neurons. 

 

Therefore the RBF neural network serve as an excellent candidate for pattern applications and 
attempts have been carried out to make the learning process in this type of classification faster 
then normally required for the multi-layer feed forward neural networks [19]. In this paper, RBF 
neural network is used as classifier in face recognition system. 

 

2.3.1 RBF Neural Network Structure 
Figure 4 shows the basic structure of RBF neural networks. 

 

 

                                                                   FIGURE 4:  RBF Neural Network Structure 

The input layer of the neural network is a set of n unit, which accept the elements of an n-
dimensional input feature vector. The input units are fully connected to the hidden layer r hidden 
units. Connections between the input and hidden layers have unit weights and, as a result, do not 
have to be trained. The goal of the hidden layer is to cluster the data and reduce its dimensionality. 
In this structure the hidden units are referred to as the RBF units. The RBF units are also fully 
connected to the output layer. The output layer supplies the response of the neural network to 

1 1 1 

2 2 2 

n r s 

Input layer RBF layer Output layer 
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activation pattern applied to the input layer. The transformation from the input space to the RBF-
unit space is nonlinear (nonlinear activation function), whereas the transformation from the RBF-
unit space to the output space is linear (linear activation function). The RBF neural network is a 
class of neural network where the activation function of the hidden units is determined by the 
distance between the input vector and a prototype vector. The activation function of the RBF units 
is expressed as follow [7], [18], [20]: 
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where x is an n-dimensional input feature vector, ci is an n-dimensional vector called the centre of 
the RBF unit, σi is the width of the RBF unit, and r is the number of the RBF units. Typically the 
activation function of the RBF units is chosen as a Gaussian function with mean vector ci and 
variance vector σi as follow: 
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 Note that σi
2
 represents the diagonal entries of the covariance matrix of the Gaussian function. 

The output units are linear and the response of the jth output unit for input x is: 
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where w2(i, j) is the connection weight of the ith RBF unit to the jth output node, and b(j) is the bias 
of the jth output. The bias is omitted in this network in order to reduce the neural network 
complexity [5], [19], [20]. Therefore: 
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2.4 Multi Local Feature Selection  
The layout of multi local feature selection has been shown in Figure 5. In the first step, facial parts 
localization process is done, so the exact location of the facial parts regions is localized. Secondly, 
sub-image of each facial parts will be created, which contain only relevant information of facial 
parts, such as eyes, nose, mouth, etc. Next in third stage, each of the facial parts is extracted in 
parallel from the derived sub-image. The fourth stage is the process of classification, which 
classify the facial features. Finally the last stage combines the outputs of each neural network 
classifier to construct the recognition.  

3. EXPERIMENTAL RESULTS 

To validate the effectiveness of the algorithm, a simple experiment was carried out. The human 
face images were taken using a monochrome CCD camera with a resolution of 768 by 576 pixels. 
There are also some images from international face database is been used, such as face image 
from ORL, Yale and AR Database. The total number of 3065 images have been selected from all 
the database as a test and train images. The GA parameters setting used for both face 
segmentation and facial feature extraction in the simulation process are shown in Table 1. 

                                                  

   Face 
segmentation 

Feature 
extraction 

  Population 100 50 

  Crossover 0.8 0.8 

  Mutation 0.001 0.001 

                                                                 TABLE 1: GA Parameters 
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Figure 7 displays the head and shoulder original image before the process of facial parts 
localization. Figure 8 shows the result after the process of facial parts localization. 
 

                  
                                                                     FIGURE 7:  Head and shoulder original image 

                       
                                                              FIGURE 8: Result of Facial Parts Localization 

 

Table 2 shows some of the features extracted by PZMI. Though it may argued that there exists a 
similar value (or closed to) among different facial features but it never happens for the entire 
complete set. To investigate the effect of the method of learning on the RBF neural network, three 
categories of feature vector based on the order (n) of the PZMI have been set (Table 3). The 
neural network classifier was trained in each category based on the training images.  

 

 

                                                              FIGURE 5 : The layout of multi local feature selection 
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    Person A Person B 

    Left eye Right eye Left eye Mouth 

   PZMI 9,1 0.025769 0.030027 0.027727 0.010727 

   PZMI 9,2 0.017139 0.011290 0.012600 0.000254 

   PZMI 9,3 0.021621 0.017175 0.024139 0.008444 

   PZMI 9,4 0.002486 0.003062 0.006773 0.027121 

   PZMI 9,5 0.036770 0.035310 0.030024 0.020046 

   PZMI 9,6 0.090679 0.092341 0.091703 0.003933 

   PZMI 9,7 0.062495 0.070282 0.075366 0.011679 

   PZMI 9,8 0.082933 0.080637 0.083488 0.058776 

   PZMI 9,9 0.020375 0.014172 0.022936 0.016866 

                                                                 TABLE 2:  Features extracted by PZMI 

 

  Category No. PZMI feature elements 

   

 

 

1 

n=1, m=0,1 

n=2, m=0,1,2 

n=3, m=0,1,2,3 

n=4, m=0,1,2,3,4 

n=5, m=0,1,2,3,4,5 

n=6, m=0,1,2,3,4,5,6 

   

2 

n=6, m=0,1,2,3,4,5,6 

n=7, m=0,1,2,3,4,5,6,7 

n=8, m=0,1,2,3,4,5,6,7,8 

  3 n=9, m=0,1,2,3,4,5,6,7,8,9 

n=10, m=0,1,2,3,4,5,6,7,8,9,10 

                                                    
TABLE 3:  Feature Vectors Elements based on PZM 

                                                                  
The experimental results and the comparison between the previous research works using the 
same dataset from three distinct facial databases are shown in Table 4.  It shows that the overall 
recognition rate of more than 89% has been achieved by the proposed method. The results also 
reveal that the proposed technique is robust and invariant to translation, orientation, and scaling. 
 
 

Database Eigen Fisher EGM SVM NN Proposed 
method 

ORL 80.3% 93.8% 81.5% 95.5% 91.5% 96.5% 

Yale 66.7% 77.6% 82.4% 78.2% 74.5% 83.0% 

AR 28.7% 89.2% 58.7% 59.7% 76.4% 89.2% 

Average 58.6% 86.9% 74.2% 77.8% 80.8% 89.6% 

                                                               TABLE 4:  Recognition rate of experiment 
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4.  CONCLUSION 

This paper presented a method for the recognition of human faces in 2-Dimentional digital images 
using a localization of facial parts information. The combination of an ensemble of classifiers has 
been used to achieve image classification systems with higher performance in comparison with 
the best performance achievable employing a single classifier.  
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