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Abstract 
 

This paper reviews and summarizes the results of some local feature detection algorithms. Due to 
the large number of publications, this review just covers the publications prior to 2010. Methods 
are classified by grayscale and color applications. The grayscale methods are further classified 
into gradient based methods, orientation/spatial analysis based methods, model/template fitting 
or matching methods, methods based on fuzzy logic, and statistical learning. The evaluation of 
the performance of the different algorithms is also discussed. This is not a comprehensive review 
but aims to cover most of the important developments. It can be used as the first step in literature 
review for new researchers in edge detection. 
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1. INTRODUCTION 
Changes or discontinuities in an image’s amplitude attributes, such as luminance or tristimulus 
value, are fundamentally important because they often provide an indication of the physical 
characteristics of objects within the image. In computer vision, edge detection is a process which 
attempts to capture the significant properties of objects in the image. These properties include 
changes, variations and discontinuities in the photometrical, geometrical and physical 
characteristics of objects. Edge detection is an important stage in low-level image processing. As 
Marr (1976) pointed out, the purpose of early visual processing is to construct a raw primal 
sketch, a primitive but rich description of the image. One part of this raw primal sketch is the 
description of the intensity changes, obtained using a primitive language of edge-segments, bars, 
blobs and terminations. Edge detection is widely used as a low-level process, which extracts 
important information for high-level processing, such as object recognition, stereo matching, 
motion tracking, 3-D object construction, and many others.  
 
Intuitively, edges can be seen as the boundaries which separate the areas of images that have 
different intensities. Although there is no canonical definition of edge in computer vision, the 
definition presented by Ziou (1999) is generally accepted. Ziou stated that an edge can be seen 
as a local change, or variation in the image’s intensity function. In essence, an edge is a local 
phenomenon in a digital image. As a result, most of the current edge detection methods are 
based on comparing the pixels within a small neighborhood and using the differences between 
these pixels to determine whether or not an edge occurs within that neighborhood. An often 
mentioned edge model in literature is the step edge, corresponding to a discontinuity in image 
intensity. Step edges are usually generated by the borders of objects in the image. There are 
edge types other than the step edge, and some of these include ramp edges, roof edges, and 
staircase edges. 
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In 2-D digital image there are other important local features besides edges. Some of these 
include lines, corners, junctions, line terminations, and points where multiple edges meet. Edges, 
as they have been discussed above, can be classified as one type of these local features in 2-D. 
These classifications are due to the fact that corners and junctions carry robust information about 
the image and traditional edge detection methods can’t handle these local features. Actually, the 
development of specific local feature detectors has gained more attention recently and has 
become an approach independent of traditional edge detection. Thus, we distinguish the 
traditional edge and the local feature in our review hereafter. 
 
The area or neighborhood, in which image variations or changes occur, known as the scale of the 
variation or change, leads to the development of different techniques to characterize them. For 
example, boundary segmentation has been developed to identify global variations and texture 
segmentation has been developed to identify the changes between textured regions. Generally, 
edge detection is used to identify the local variations or changes in an image. 
 
1.1 Edges in Grayscale Images 
Intensity variations can be classified based on their 1-D and 2-D features. The commonly 
observed variations are discontinuities, classified as step edges, local extrema, classified as line 
edges, and other 2-D features formed by at least two edges, which are typically classified as 
junctions or corners.  
 
Based on the 1-D signal features, edges can be modeled as step, ramp, roof, or staircase. 
Important characteristics of these edges include height (amplitude), slope angle, and horizontal 
coordinate of the slope, also known as slope midpoint.  
 
Based on 2-D features, edges can be part of any of the following: points (classified into 
categories such as interest point, key point, dominant point, salient point,) lines, junctions, or 
corners.  

 Point: Pratt (P489) pointed out that a spot, which we will refer to as a point, can only be 
defined in two dimensions, and consists of a plateau of a high amplitude against a lower 
amplitude background, or vice versa. One of the most commonly used point types is the 
interest point. Schmid et al. (2000) simply define an “interest point” as any point in the 
image at which the signal changes two-dimensionally. It could be a conventional corner 
(Y type, T type, X type), a single black dot against a white background, or any location 
with significant 2-D texture. Tuytelaars et al. (2007) pointed out that the definition can 
actually be application dependent. They stated that the term interest point should be used 
if only the location information of the point (usually sub-pixel accuracy) is used for future 
processes. For example, camera calibration or 3-D reconstruction. If the immediate 
neighborhood information, which is used to localize the interest point, is also used for 
future processes, the term region is preferred.  

 Line: Deschenes and Ziou (Tech report 259) defined lines as curvilinear image events in 
which the intensity surface form a roof, a valley or a ridge with a narrow width. These 
edges can result from mutual illumination, from the placement of thin objects against a 
background, or from roads and rivers in remotely sensed images.  

 Junction/Corner: the intersection of several edges (steps) or lines constitutes a junction 
or corner. Typical corners include T type, Y type, X type and L type corners. Some 
researchers, Bergevin et al. (2004) for example, also use characterized and labeled 
junction points to define junctions.  

 
The purpose of the classification of edges based on their 1-D feature is that it enables 
researchers to use the proper mathematical model/techniques to effectively identify and localize 
these variations by designing optimal edge detectors (or filters.) In the 1990’s, researchers 
designed different optimal filters for different types of edges. Most of the edge detection 
algorithms, such as Canny’s, were intended for only one edge type. Another term 
“characterization” was also used for classification of edges and it was based on the behavior of 
the edge with respect to different edge detectors and at different scales. These developments 
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were crucial for edge detection algorithms based on multiscale techniques. It is also important for 
hybrid edge detection, which is intended to either combine different edge detection algorithms or 
choose a particular one in order to accomplish the edge detection. Extensive work has been done 
in this area regarding to certain edge types (e.g. step, ramp) and certain edge detectors (e.g. 
Gaussian, especially Laplacian of Gaussian). Chidiac and Ziou (1999) proposed an edge 
classification algorithm based on the classification of 1-D edges and their behavior with respect to 
the Laplacian of Gaussian.  
 
There are two main reasons to further classify the edges in 2-D images. First, junctions and 
corners carry robust information in 2-D images. A number of psychophysical experiments have 
shown the importance of junctions in shape recovery and object recognition. For instance, some 
studies showed that human visual system tends to focus on image regions containing junctions. A 
brief review on this can be found at Bergevin et al. (2004). Second, traditional edge detectors, 
such as Canny’s and LoG (Laplacian of Gaussian), perform poorly at junctions, where intensity 
behavior is more complex and is not well-modeled by simple step edge models. For example, 
trihedral junctions (e.g. Y corner, T corner) are frequently missed by Canny’s algorithm. It is also 
known that the LoG breaks down at corners. Thus, the detection of junctions calls for different 
techniques other than traditional edge detectors. Surveys on these techniques can be found at 
Deschenes and Ziou (Tech report 259), Schmid et al. (2000), and Bergevin et al. (2004.) 
 
1.2 Edges in Color Images 
Color is perceived by humans as combination of tristimuli R (red), G (green), and B (blue). Color 
space is used to represent the colors. The commonly used color spaces include RGB, Nrgb 
(normalized RGB), HSI, and CIE spaces (XYZ, L*u*v).  

 The RGB space is the most commonly used model for television systems and digital 
camera pictures. Since the RGB components are highly correlated, and the 
measurement of a color in RGB space does not represent color differences in a uniform 
scale, it is impossible to evaluate the similarity of two colors from their distance in RGB 
space. 

 The Nrgb space can be obtained from RGB space through a nonlinear transformation. 
The individual color components are independent of the brightness of the image. 
However, it is very noisy at low intensities due to the nonlinear transformation. 

 The HSI space is more intuitive to human vision and can also be transformed from the 
RGB space through nonlinear transformation. It has non-removable singularity and is 
numerically unstable at low saturation due to the nonlinear transformation. 

 CIE spaces (XYZ, L*u*v) can control color and intensity information independently. Direct 
color comparison can be performed based on the geometric separation (e.g. Euclidean 
distance) within CIE space. It has the same singularity problem as HSI system. 

 
In color images, the information about edges is much richer than the monochrome case. Hue, 
saturation, shading, shadow, transparency, and highlight play important roles in how humans 
perceive edges from a color image. For example, edges between two objects with the same 
brightness can be detected in color image. Compared to the gray-level image, which can be 
considered as a two dimensional discrete space where each pixel is assigned a scalar value, a 
color image can be considered as a three dimensional space where each pixel is assigned a 
vector whose elements represent each of the different color components.  
 
Conventionally, in a color image, an edge could be defined by a discontinuity in a three-
dimensional color space. Nevatia (1977) gave three alternatives for the definition of an edge in a 
color image:  

i. Define a metric distance in some color space and use discontinuities in the distance to 
determine edges. 

ii. Regard a color image as composed of three monochrome images formed by three color 
components respectively, and perform gray level edge detection on these three images 
separately. Then the edges detected in the three images might be merged by some 
specific procedure. 
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iii. Impose some uniformity constraints on the edges in the three color components to utilize 
all of the three color components simultaneously, but allow the edges in the three color 
components to be independent. 

 
However, none of the above definitions works for all conditions. For definition i, there is no 
difference from the gray level edge detection, and we cannot expect more information conveyed 
by color; for definition ii, it will fail when three gradients for one pixel have the same strength but 
opposite direction (Shu-yu Zhu (1999)) for definition iii, the constraints sometimes will affect the 
calculation of the three color components.  
 
Koshchan and Abidi (2005) proposed to classify edges based on a dichromatic reflections model 
which is commonly applied in physics-based color image processing, as five classes: 

 Object edges, or orientation edges, arise from a discontinuity of the vector normal of a 
continuous surface 

 Reflectance edges arise from a discontinuity of the reflectance of object surface 

 Illumination edges, or shadow edges, arise from a discontinuity of the intensity of the 
incident lighting 

 Specular edges, or highlight edges, arise from a special orientation between the light 
source, the object surface, and the observer and are due to material properties 

 Occlusion edges are boundaries between an object and the background as seen by the 
observer. Occlusion edges do not represent a physical discontinuity in the scene. They 
exist due to a special viewing position. 

However, this classification needs certain knowledge of the material properties of the objects in 
the scene. 
 
There is no commonly accepted definition of an “edge” in color image. Conventionally, edges will 
be considered as variations in a 3-D vector fields in a color image. 

 
2. SOME EDGE DETECTION TECHNIQUES 
2.1 Introduction 
Since the earliest work by Julez (1959), various approaches on edge detection have been 
proposed in extensive literatures in past few decades. The early edge detection methods, 
pioneered by Roberts (1965,) Prewitt (1970,) and Sobel (1970,) are based on the difference, or 
differentiation, within a small neighborhood of a pixel. Although the early edge detection methods 
are easy to implement, they are highly noise sensitive, and can only work for certain types of 
edges (e.g. step edges.) 
 
In Marr and Hildreth’s (1980, theory of edge detection) work of developing a computational model 
of human perception, they developed an edge detection model via the zero-crossings of the 
image after convolution with a Laplacian of Gaussian filter due to the presence of on-center and 
off-center receptive fields in the human retina.  
 
Torre and Poggio (1984) summarized that edge detection consists of two steps: a filtering (e.g. 
smoothing) step and a differentiation step. They also conducted a detailed analysis on the 
properties of filters (band-limit filters, support limited filters and filters with minimal uncertainty) 
and the differential operators (directional derivative, rotational invariant differentiator.)  
 
Canny (1983, 1986) took an analytical approach to edge detection based on 1-D step edge 
model. He proposed three quantitative criteria: good detection (e.g. high signal/noise ratio-SNR,) 
good localization, and single response. Canny combined these three criteria by maximizing the 
product of SNR and LOC subject to the constraint of single response. He designed an optimal 
filer, which was shown that could be approximated by the first derivative of Gaussian. His 
significant contributions also include two post-processing procedures: nonmaxima suppression 
and hysteresis, which are critical for the quality of the edge map. Canny’s edge detector has 
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since become the standard edge detection method, and it has been shown, in certain comparison 
tests, that it has the best performance among the commonly used edge detectors. 
 
Extensive work has been done following Canny’s approach/optimal filer design. The main idea 
behind these efforts was to design filter for certain types of 1-D signal (i.e. different types of 
edges,) and then properly generalize to 2-D signals. Some of these works can be found at Shen-
Castan (ISEF) edge detector, Petrou et al. (1991,) and Zhiqian Wang et al. (1996) on optimal 
ramp edge detector. Jacob et al. (2004) proposed the design of steerable filter for feature 
detection based on Canny-Like criteria. Nalwa and Binford (1986) proposed a local surface fitting 
model for step edges by using the least square cubic fitting and Tanh function fitting.  
 
Other edge detection methods have also developed based on different theories, such as 
morphology, wavelet analysis, and diffusion process:  

 Nobel (1988) proposed a morphological feature detection method; 

 Perona and Malick (1990) proposed an edge detection method based on the anisotropic 
diffusion; 

 Mallat and Zhong (1992) introduced the wavelet method for edge detection via the local 
maxima of the wavelet transform coefficients; 

 Rothwell et al. (1995) proposed a topology description of the edge detection; 

 Iverson and Zucker (1995) proposed a logical/linear operator for edge detection; 

 Robbins (1996), Kovesi (1997) introduced a local energy model; 

 Smith and Brady (1997) proposed the SUSAN edge detector; 

 Baker, Nayar and Murase (1998) proposed a parametric feature detection based on 
differential geometry; 

 Ando (2000) proposed the edge/corner detection algorithm based on gradient 
covariance; 

 Meer et al. (2001) proposed the edge detection algorithm with embedded confidence 
estimation, also known as the EDISON (Edge Detection and Image Segmentation) edge 
detector; 

 Konishi et al. (2003) proposed an edge detection method based on statistical learning; 

 Pellegrino et al. (2004) proposed an edge detection method which improved the Canny 
algorithm based on local energy model. 
 

The works mentioned above only account for a small portion of the works in the edge detection 
area.  
 
Some have reviewed or surveyed the above mentioned works: 

 Torre and Poggio (1984) provided a detailed survey and analysis on the filter and 
differential operators; 

 Smith and Brady (1995) provided a brief review on edge detectors in their paper 
regarding the SUSAN algorithm; 

 Heath, Sarkar and Bowyer (1997) provided a performance evaluation on edge detection 
algorithm; 

 Ziou and Tabbone (1998) provided a detailed survey on the gradient based edge 
detection techniques; 

 Ando (2000) provided a brief review on current edge, corner and vertices detection 
methods; 

 Basu (2002) provided a detailed survey on Gaussian-based edge-detection methods;   
 
Broadly, the above approaches can be classified into several groups: gradient based methods, 
orientation/spatial analysis based methods, model/template fitting or matching methods, methods 
based on fuzzy logic, and statistical learning. 
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2.2 Gradient Based Methods 
The gradient based methods are based on the calculation of edge strength. Edge strength is 
measured by the magnitude of the local gradient computed by a local operator, and then is used 
to construct the edge map, usually a binary map which distinguishes the edge points and non-
edge points.  
 
These edge detection methods can be classified by the properties of the difference operators 
(linear/nonlinear), and can also be characterized by the type and order of the differential operator. 
The gradient approaches are one of the traditional methods. 
 
The common procedures involved in the gradient edge detection methods are: smoothing, 
gradient, and detection. 

 Smoothing is a technique used to reduce the influence of image noise. A tradeoff 
between noise reduction and edge detection is that the more effectively remove the 
noise, the larger window and standard deviation are needed for the smoothing operator; 
however detailed information of image, such as corners and weak lines, may lost due to 
the “blurring” effect. Smoothing is also a common technique used to reduce the “aliasing” 
effect in signal processing. Torre and Poggio (1984) pointed out that the necessity of the 
filtering (smoothing) is due to the regularization for the differentiation. 

 The Gradient is calculated by a local operator. The commonly used linear gradient 
operators include first derivative of Gaussian (FDOG), Laplacian of Gaussian (LoG), 
Difference of Gaussian (DOG). The commonly used nonlinear gradient operators include 
the morphological operator. 

; 

; 

. 
The calculation of the image gradient is usually approximated by a difference. 

 Edge Detection is the process used to identify the edge points based on the gradient 
magnitude and edge orientation information obtained from the gradient procedure. For 
the first derivative operator, edge points are detected at local maxima, for the second 
derivative operator, edge points are detected at the zero-crossing. Since the gradient 
operation also amplifies the noise contained in the image, thresholding is a common 
technique used to remove the effects of noise. In order to improve the quality of the edge 
map by suppressing the false edges and retaining the weak edges, two procedures are 
used: nonmaxima suppression and hysteresis, which are proposed by Canny (1986.) 

  
 
 
 
 
 
 
 
 
 
 
 
 
The limitations with the traditional gradient methods: 

 Many of these methods use a single edge model, e.g. they assume edges are step 
discontinuities. Thus they can’t capture other local features in an image. For example, it 
is well known that Canny’s edge detection algorithm works poorly at edge junctions. 
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 The calculation of the gradient (differentiation) is sensitive to noise, especially for the 
higher order derivatives. Thus, the evaluation of the edge strength is not accurate. 
Moreover, it is also well known that the gradient angle estimation is biased, because of 
the discrete nature of the digital images. 

 These methods all rely on intermediate processing, such as thresholding, hysteresis, or 
possibly a thinning algorithm. For multi-scale edge detection algorithms, they have to 
combine the information obtained from different scales.  

 Thresholding the gradient magnitude is required to remove the noise that has been 
amplified by the differentiation. However, there is no one unified rule or method to 
determine which level of threshold should be used. Little effort, compared to the design of 
new edge detection methods, has been placed in this area.  

 
2.2.1 Gaussian-based Approach 
The most widely used smoothing filters are Gaussian filters. Gaussian-based edge detection 
methods play a very important role in edge, line and feature detection because Gaussian filters 
possesses some desired properties: 

 Gaussian filter (Laplacian of Gaussian) is very similar to the difference of Gaussians 
(DOG). It is well-known in the approximation of the shape of spatial receptive fields as in 
the visual system of cats and has also been proposed for humans. This property 
provides a biological vision support for Gaussian filters. 

 Gaussian filter is the only operator for which the scale-space representation of the 
second derivative shows that existing zero-crossings disappear when moving from finer 
to coarser scales, but new ones are never created (i.e. false edges are not created) for 
1-D and 2-D images. It is also showed that for nonlinear directional derivatives along the 
gradient direction, there is no filter that does not create zero-crossing as the scale 
increases. This property is extremely important for multiscale edge detection, a widely 
used technique in edge detection. (Note: the idea of scale space is derived by Witkin 
(1986), and Lindberg (1997)). 

 Canny’s optimal filter can be well approximated by the first derivative of Gaussian 
(FDOG). 

 The Gaussian filter is the only operator that satisfies the uncertainty relation 

 

 
This property allows the Gaussian operator to give the best tradeoff between the 
conflicting localization goals in the spatial and frequency domains simultaneously. 

 2-D Gaussian is the only rotationally symmetric filter that is separable in Cartesian 
coordinates.  

 Derivative of Gaussian can be easily obtained by a recursive algorithm (Deriche, 1994.)  
 

Due to Gaussian filter’s attractive properties, a rich class of Gaussian-based methods has been 
developed in the last two decades. These works include Marr and Hildreth’s Laplacian of 
Gaussian filter (1980) via zero-crossing detection, Canny’s edge detection algorithm (1986,) 
which is shown and actually implemented by the first derivative of Gaussian via local maxima 
detection. Wikin (1983) proposed scale-space filtering, suggesting that in order to completely 
describe a 1-D signal over all scales, the 1-D signal should be expanded into scale-space by 
convolution with Gaussians over a continuum of sizes, then track the extrema through the scale-
space.  
 
Multi-scale has become a common edge detection technique. In this approach, Bergholm (1984) 
proposed an edge focusing algorithm that traces the edge points from a coarse-to-fine scale 
level. Lindeburg (1994, 1996) formalized the scale space theory and proposed an edge detection 
and ridge detection method with automatic scale selection (1996.) Chidiac and Ziou (1999) 
conducted a detailed study on classifying 1-D edge models with respect to FDOG and LOG. 
However, Badu (2002) pointed out that the major drawback of this approach is the need of 
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calculating high order derivatives, which increases the computational difficulties without 
significantly improving the result. Due to the fact that a signal after convolution is similar to the 
solution of a heat equation, Perona and Malick (1990) handled the edge detection problem as 
anisotropic diffusion by tracing the edge points via coefficients in the heat equation through space 
and scale. However, backward diffusion is highly sensitive to the slightest perturbations of the 
initial data. Also, this method breaks down in the presence of staircase type edges. Badu (2002) 
pointed out that the multiscale Gaussian-based method suffers from two major problems: how to 
choose the size of the filter; and how to combine the edge information from different scales. The 
use of the Gaussian filter requires making compromises in order to give the best overall edge-
detection performance.  
 
2.2.2 Multi-scale Transformation Approach 
Multi-scale analysis, as used in the Gaussian-based approach, is a standard technique in image 
processing. Some commonly used multi-scale transforms include Fourier Transforms, Wavelet 
transforms and the more recently developed Ridgelet transforms and Curvelet transforms. 
 
The Fourier transform is widely used in signal processing. However, Fourier transformations (FT) 
are not suitable for edge detection, because they provide poor representations of non-stationary 
signals and discontinuities (Gibbs phenomena.) One remedy is to use the short time Fourier 
transform (STFT.) Based on the advances in theories on solving the Gibson phenomenon, Gelb 
and Tadmor (2003, 2009) gave some examples on the FT in edge detection. They used the 
“concentration” method to adapt to the local intensity’s sharp changes and applied the method in 
brain MRI images. The concentration function takes the form 

 

Where,  is the concentration factor, which can take the following 

forms: 
 

 
 
In order to reduce the oscillations caused by the concentration factor, they employed the 
nonlinear enhancement by the minmod operator. The problem with this algorithm may be its 
computational efficiency, as well as feasibility for the brain images, where the generation of close 
contours is the prime purpose. 
 
Musheng Wei et al. (2007) conducted a case study on Gelb and Tadmor’s work and, through the 
use of simulated data, provided a robust and efficient discontinuity detection method based on 
polynomial filters, which are equivalent to the Fast Fourier Transform.  
 
The Wavelet transform, which has proven to be a powerful analysis tools in signal processing, is 
used in digital image compression, image de-noise (Yansun Xu et al. (1994),) and edge detection 
as well. The Wavelet transform is a representation of signals in terms of basis functions which are 
obtained by dilating and translating a basic wavelet function. The wavelet transformation has the 
properties of locality, multiresolution, compression, clustering, and persistence. Compared to the 
traditional Fourier Transform, which is also used in signal processing, one of the advantages of 
wavelet transform is locality (i.e. the ability to locate change both in frequency domain and in 
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time.) The development of wavelet-based edge detection algorithms shares many of the ideas of 
traditional edge detection methods mentioned above, such as multi-scale decomposition.  
 
From the filter design point of view, all the gradient operators possess bandpass filter 
characteristics. For example, the LoG can be thought of as a bandpass filter, the bandwidth (e.g. 
window size) is determined by the variance of the Gaussian, and the smoothing filter is run at 
various bandwidths. The low-pass and high-pass filters of the wavelet transform naturally breaks 
a signal into similar (low-pass) and discontinuous/rapidly-changing (high-pass) sub-signals, which 
effectively combines the two basic properties into a single approach.  
 
Mallat and Zhong (1992) implemented a multi-resolution Canny edge detector via local maxima of 
the gradient modular or the zero-crossing of the wavelet transform coefficient.  
 
For 2-D image edge detection, Mallat followed Canny’s idea by using non-maxima suppression 
and hysteresis. Similar to the Gaussian-based methods, this wavelet-based method also suffers 
from problems such as scale selection and efficient combination of edge information through 
different scales. 
 
Continuing Mallat and Huwang’s work in detecting singularities via local maxima of the wavelet 
transform coefficient, Ducottet et al. (2004) proposed an edge detection and characterization 
method based on the wavelet transform. They studied the three common edge types: transition 
edge (e.g. step edges), peak edges and line edges. They examined the evolution of the wavelet 
transform maxima via a wavelet maxima function (WMF.) Considering the image convolved with a 

first derivative of Gaussian kernel with amplitude A and , the WMFs for the three edge types at 

the wavelet transform with scale “s” are given by: 
 

 . 

 . 

(For fixed scale, modulus local maxima are located at a circle centered (0, 0) with 

radius  

 . 

 
The edge detection and characterization are determined by calculating the local maxima at each 
scale following Canny’s approach (e.g. nonmaxima suppression in the gradient direction) then 
comparing to the above edge model by least-squares fitting via chasing local maxima across 
different scales by a maxima tree (fine to coarse.) Ducottet et al. also argued that the localization 
scale “s” has to be adapted to the smoothing size and, for more blurred edges, a greater 
localization scale has to be used. However, they only tested their method on synthetic images 
and one real image. In addition, their results were not compared with other edge detection 
algorithms. 
 
Another wavelet-based multi-resolution edge detection algorithm can be found in the work of 
Ming-Yu Shih and Din-Chang Tseng (2004.) They used a discrete wavelet transform to generate 
a shift-invariant gradient through a hierarchical subband system. Four decompositions (the 
original, right shift, down shift, and right down shift) and three scale gradients are used for their 
algorithm. The edges are identified by larger wavelet coefficients. The shift-invariant gradient 
image is generated by summing up the corresponding gradient magnitudes in four gradient 
images. The edge points are determined through a neighborhood logic operator and single 
threshold. The local maxima tracking across the scale is from a fine to coarse approach, since the 
finest scale edge map provides the best starting points. The end points for all extracted edges are 
taken at the starting points for tracking. For maxima at different scales, they assumed that there 



John Zhang & Tao Sun 

International Journal of Image Processing (IJIP), Volume (10) : Issue (3) : 2016 103 

were lines between them. They also tested six wavelet filters, Haar, Daubechies, Symmlets, 
Biorthogonal, Coiflets, and Meyer, among which Haar generated the best results. 
 
Liu et al. (2005) implemented wavelet-transform based edge detection in order to estimate the 
snowmelt onset, end and duration from the passive microwave measurements.  
 
The Ridgelet (Candes, 1998) and Curvelet transforms (Donoho and Candes, 2000) are two other 
multi-scale transforms. Candes and Donoho (2005) showed that, compared to the wavelet 
representation in 2-D, which is isotropic, curvelets are direction sensitive and highly anisotropic, 
and thus are an optimally sparse representation of otherwise smooth objects. S. Dekel and A. 
Sherman (2009) stated that a curvelet provides an excellent time-frequency-orientation 
localization. They also gave a very simple example of its application in edge detection.  
 
2.2.3 Morphology Approach 
Developed by Matheron and Serra in the 1970’s, mathematical morphology uses set theory in 
image analysis for the creation of a boundary skeleton. It is also used for pre and post image 
processing tasks, such as de-noising, thinning, and thickening.  
 
Morphological gradient operators enhance variations of pixel intensity in a given neighborhood. 
There are two basic operations for morphological gradient operators: dilation and erosion. 

 Dilation, which expands the feature, is defined as:  

 
 Erosion, which shrinks the feature, is defined as: 

 
Where f is the original image and B is a structuring element, e.g. a small neighborhood 
operator, which can be a square, disk or ring. 

 
The most widely used morphological gradient operator is the Beucher gradient operator, which 
can be defined in the discrete case as:  

 
 
The Beucher gradient is a general-purpose gradient with good properties of symmetry and a good 
compromise between thinness and noise immunity. However, in some applications the result may 
be too thick and thinning gradients must be used. 
 
Other morphological operators include the internal gradient (Dilation residual), external gradient 
(erosion residual), regularized gradient, directional gradients, and thinning and thickening 
gradients (Rivest et al. morphological gradients). Graphs for the internal gradient and external 
gradient are as follows: 

 
(Rivest et al. morphological gradients, figure 3). 
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Nobel (1988) investigated mathematical morphology in image feature detection for features such 
as boundaries, ridges and corners. A more recent study is provided by Zhao Yu-qian et al. 
(2005,) in which they applied a reduced noise morphological operator to medical images. 
Roushdy (2006) conducted a comparative study showing that morphological filtering can be 
applied as preprocess to filter noise. 
 
Smith and Brady (1995, 1997) proposed SUSAN (Smallest Univalue Segment Assimilating 
Nucleus) edge detection algorithm, which is frequently cited in recent literature. This non-linear 
technique indexes a circular mask-Univalue Segment Assimilating Nucleus (USAN) over the 
image and at each location determines the area of the mask having similar intensity values to the 
central pixel value, referred as the nucleus. The locations in the image where the USAN is locally 
at a minimum, mark the positions of step and line features. Significant features for this detector 
include tolerance to noise and running very fast. However, the detector is not invariant to image 
contrast because it requires the setting of a threshold which is used to decide whether or not 
elements of the mask are ‘similar’ to the central pixel value, thus determining the minimum edge 
contrast that can be detected. 
 
Recent advances include: Xiaoxin Guo et al. (2005) proposed an adaptive Edge Detector based 
on combination of morphological operator and LoG; Xiangzhi Bai and Fugen Zhou’s (2007) edge 
detector on contour based morphological operator; Li Ding and Han Chongzhao (2008) proposed 
an edge detector based on morphological operator and rough set theory.  
 
2.2.4 Topology Approach  
Rothwell et al. (1997) proposed an edge detection method based on a complete description of 
topology. They pointed out that the traditional edge detection methods, such as Canny, focused 
on the geometric description of image, such as localization and signal to noise ratio performance. 
However, such edge detectors usually perform poorly at junctions mainly due to unreliable edge 
orientation estimation. Thus these methods can’t provide complete and reliable topological 
descriptions. They stated that the topology of the contour description should be as close as 
possible to the projection of the 3-D scene topology. To achieve this, they followed Canny’s 
approach for filtering and sub-pixel location. Then, instead of hysteresis, they applied dynamic 
thresholding based on the edge point candidates passed through a pre-set threshold. 
 
Bergevin and Bubel (2004) proposed a study on detection and characterization of junctions in 2-D 
images. They gave a good summary on junction detection. They also proposed an interesting 
junction detection algorithm based on topology, which provided a good location of junctions. 
Although their algorithm is computation intensive, the authors stated that the accuracy can be 
reduced in order to make the detection more efficient, depending on the requirement of the 
application. 
 
2.3 Orientation/Spatial Analysis Based Methods 
Considering the spatial character of edges in 2D images, this approach emphasizes on the 
orientation of a gradient rather than its strength. This approach includes Zuniga and Haralick’s 
directional derivative operators (1987) and Gregson’s angular dispersion operator (1993.) These 
methods rely on the coherency of the gradient direction near edges, hence they are invariant with 
respect to grayness dimension. The problem with these methods is their difficulty to extract 
reliable directions from noisy images, where the orientation estimation (for directional derivative) 
is usually biased.  
 
Freeman and Adelson (1991) proposed the design of steerable filters and steerable pyramids, 
which use different filters that are tuned in different directions in order to extract image features. 
Simoncelli and Freeman (1995) also proposed a steerable pyramid, a flexible architecture for 
multi-scale derivative computation.  
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The Gabor filter is one of the commonly used band-limit filters. It is often used in texture 
discrimination, face recognition, handwriting recognition, and voice/speech recognition. The use 
of the Gabor filter in computer vision has sound biological support. Jones and Palmer (1987) 
showed that the real part of complex Gabor functions fits well with the receptive field weight 
functions found in simple cells in the cat striate cortex. Hubel and Weisel (1965,) and Olshausen 
and Field (2005) showed that in the visual system of higher mammals, the first stage of 
processing occurring in the visual area V1, consists of the convolution of the retinal image with 
filters having different orientation, size and shape (see the following graph.) The Gabor filter can 
be thought of as the “time-frequency view” point of signal representation. The Gabor filter can 
also be tuned spatially to certain directions and uses quadratic pairs, even and odd, of Gabor 
functions. The outputs from the odd and even Gabor functions can be combined to provide local 
frequency information. Kovesi (1997) and Pellegrino (2004) provided application of Gabor filters 
in edge detection. 
 

 
(Model of human low-level vision system, graph taken from Olshausen and Field, 2005) 

 
Another spatial analysis approach that has gained more attention is the phase congruency or 
local energy feature edge detection model. Marrone and Owens (1987) pointed out that image 
features occur at points of high congruency in the phase domain of an image signal, e.g. feature 
information is encoded at points where the phase angle deviation of the components of the 
frequency representation is small. This idea was further developed by Venkatesh and Owens 
(1989,) Robbins (1996,) Owens and Ross (1996,) and Kovesi (1997, 2002.) 
 
Phase congruency is derived from the frequency representation of the image via the Fourier 
transform: 
 

  

 
At points of maximal phase congruency, there is order in the image data and thus such points are 
high in information. The phase congruency is also proportional to local energy, therefore the local 
maxima in the phase congruency correspond to local maxima in the local energy. The local 
energy of a 1-D signal can be defined as the square root of the sum of squares of the signal 
convolved with a quadrature pair of filters, consisting of an even and an odd symmetric filter that 
have zero mean and are orthogonal. 
 
Although Marrone and Owens (1987) showed that two orthogonal orientations are sufficient to 
give a global measure of local energy, Kovesi (1997, 2002) implemented the local energy model 
via wavelet and Gabor filters in 12 directions (30 degrees.) 
 
The advantages of the local energy approach are: 

 The local energy model does not have specified local feature model, e.g. does not 
require prior knowledge of the image. This seems to provide a universal approach to 
detect edges and other local features 

 The local energy is based on the spatial frequency domain, and thus is invariant to 
intensity. 

 



John Zhang & Tao Sun 

International Journal of Image Processing (IJIP), Volume (10) : Issue (3) : 2016 106 

The applications of the local energy model can be found at Zaafouri et al. (2010) on satellite 
images which contain edge, lines and other complex local features, and Linguraru et al. (2003) on 
the MR images in the analysis of the human brain. 
 
2.4 Model/Template Fitting or Matching Methods 
This approach is based on the fitting or matching of particular models to the image field. It 
includes Ronsenweld’s compass gradient template (1972,) Haralik’s method of fitting a cubic 
facet and detecting a zero crossing of the second order derivative (1984,) Nalwa and Binford’s 
method of fitting a one-dimensional surface to hyperbolic tangential functions (1986,) Chen and 
Yang’s method of fitting a B-spline with regularization (1995,) Baker et al.’s parametric feature 
detection based on the parametric manifold (1998,) and Meers et al.’s method of edge detection 
with embedded confidence estimation (2001.) The Hough Transform (Duda and Hart, 1972) and 
the generalized Hough Transform can also be classified as the model matching approach. 
 
It is worth mentioning that there is a rich class of techniques called deformable template 
matching, which are used in image segmentation, such as face recognition, object matching, and 
medical image construction. An example can be found in Kass et al.’s (1988) Snakes-active 
contour models. A snake is an energy-minimizing spline (e.g. salient image contours) guided by 
external constraint forces and influenced by image forces that pull it toward features such as lines 
and edges. 
 
2.5 Edge Detection based on Other Theories 
There is still a huge amount of edge detection algorithms that can’t be classified in the above 
three groups, such as methods based on fuzzy logic and statistical learning. Here are some 
examples that we encountered during our research. The problem with these methods may be 
simply that they are less noticed. 
 
Konishi et al. (2003) provided an edge detection algorithm based on statistical learning. They 
used pre-segmented images to learn the probability distributions of filter responses conditioned 
on whether they are evaluated on or off an edge. Edge detection is formulated as a discrimination 
task specified by a likelihood ratio test on the filter responses. This approach emphasizes the 
necessity of modeling the image background (the off-edges.) 
 
Karen and Wharton (2008) proposed a logarithmic edge detection algorithm, which is insensitive 
to the change of image intensity based on Parameterized Logarithmic Image Processing (PLIP.) 
 
Alshennawy et al. (2009) proposed an edge detection algorithm based on the fuzzy logic 
technique. 
 
Arandigia et al. (2009) proposed an edge detection algorithm, the ENO-EA edge detector, which 
is insensitive to the changes of illumination, based on ENO-EA (Essentially-Non-Oscillatory Edge-
Adapted) reconstruction. 
 
Ganguly et al. (2009) proposed an edge detection method based on a K-means algorithm using 
the artifacts inputs-mean, standard deviation, entropy and busyness, obtained through a 3 by 3 
window calculated from the image. 

 
3. SOME COMMONLY USED EDGE DETECTION ALGORITHMS 
Some commonly used edge detection algorithms include Canny (1986,) Shen-Castern (1986,) 
Nalwa-Binford (1986,) Bergholm (1984,) Iverson-Zucker (1995,) Rothwell (1995,) Edison (2001,) 
SUSAN (1997,) and the Hough Transform. The reason we chose these algorithms is because 
they have been tested and evaluated by other authors. Although these authors may use different 
criterion to evaluate these algorithms, we can still have some idea as to how well, and under what 
conditions, these algorithms work. The following table summarizes these algorithms. 
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 Description Parameter Setting 

Canny “Standard method” Three parameters: sigma-Gaussian 
filter, low and high hysteresis 
thresholds 

Nalwa and Binford Surface fitting  

Bergholm Scale space filtering  

Iverson-Zucker Improves linear edge 
detection by including 
logical checks  

Modified Inverson-Zucker algorithm 
allowed user to specify three 
parameters: direction parameter (4-10), 
low and high hysteresis thresholds 

Rothwell Dynamic thresholding Three parameters: the smoothing 
amount-sigma, the edge threshold, and 
a parameter, alpha, that adapts the 
edge threshold to increase the pixels 
that are near other edges. 

EDISON (Edge 
Detection and Image 
Segmentation, Meer 
and Georgescu 2001) 

Template-matching 
/Statistical approach 

Nine parameters 

SUSAN Morphology approach Size of USAN, t-constrast, g-threshold 
parameters for USAN 

Hough Transform Template-matching End point setting for finite features 

 
4. EDGE DETECTION ALGORITHMS FOR SPECIAL TASKS 
Because of the geometric and photometric complexity of real images, there is no one edge 
detection algorithm that will work for all the images. In fact, common edge detectors experience 
various problems near junctions and low-contrast or high contour intensity areas in 2-D images. 
Thus, different edge detection algorithms have been developed for special tasks, such as interest 
point and corner detection, as well as face detection. 

 
4.1 2-D Image Feature Detection Algorithms  
The most common approach for 2-D edge detection is to treat image as an intensity surface and 
use derivatives and curvature measurements of the surface to detect 2-D image features. 
Beaudet (1978) suggested that saddle points on the intensity surface were candidates for corner 
features via the determinant of the Hessian matrix. Deschler and Nagel (1982) also used 
Beaudet’s Gaussian kernel to determine the “Gaussian curvature.”  
 
Moravec (1977, 1979) developed a method of 2-D feature detection without an explicit model. 
Instead, he looked for “points of interest” where there was a small area of large intensity variation. 
Following this approach, Harris and Stephens (1988) estimated the autocorrelation from the first 
derivatives of the image using a Gaussian convolution kernel. Harris’ corner edge detector, also 
known as the Plessey operator, is one of the most commonly used corner detectors. Heitger et al. 
(1992) proposed a new approach based on simulating cortical simple, complex and end-stopped 
cells in biological visual systems. Odd and even symmetrical orientation selective filters are 
combined to estimate the local energy of 1-D image features, and differentiation along certain 
orientations is used to detect 2-D features. Forstner (1994) proposed a 2-D feature detection 
method based on the analysis of the local gradient field at an image point. Smith and Brady 
(1997) proposed a SUSAN detector. 
 
An earlier detailed survey can also be found in Robbins’s PhD thesis (1996) regarding local 
energy detection. Another detailed review can be found in Schmid et al. (2000.) 
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 Tested Algorithms 

Schmid et al. (2000) Harris (Harris and Stephens, 1988) 

Improved Harris 

Cottier (1994) 

Horaud (1990) 

Heitger (1992) 

Forstner (1994) 

Cooke et al. (2006) Kitchen-Rosenfeld detector 

Paler detector 

Harris detector 

SUSAN detector 

Modified local energy detector 

Generalized Hough Transform 

Shi-Tomasi detector (Template matching 
based corner detector) 

 
 
4.2 Feature Detection  
Mikolajczyk et al. (2006) provided a comparison of affine region detectors. They studied 6 affine 
covariant region detectors: 

 Harris Affine detector 

 Hessian Affine detector 

 MSER (maximally stable extrema region) 

 An edge-based region detector 

 An intensity extrema-based region detector 

 An entropy-based region detector 
 
Tyutelaar et al. (2007) gave an exhaustive local invariant feature detection survey, which included 
266 relevant research papers in this area.  
 
In general, good feature detectors shall have following properties: Repeatability, Distinctiveness, 
Informativeness, Locality, Quantity, Accuracy, and Efficiency. Based on the underlying theories, 
current feature detectors can be categorized as: 

 Contour Curvature Based Methods 

 Intensity Based Methods 

 Biologically Plausible Methods 

 Color-based Methods 

 Model-based Methods 

 Toward Viewpoint Invariant Methods 

 Segmentation-based Methods 

 Machine learning-based Methods 
 
According to different types of features, respective detectors can be categorized as: corner 
detectors, blob detectors, and region detectors. 

 Corner: detected points correspond to the points in the 2-D image with high curvature. 
They do not mean the projections of 3-D corners. 

 Blob: local regions correspond to a single object or part thereof. A well-known example is 
the blobworld system proposed by Carson et al. (2002.) 

 Region: can be considered as a larger local feature than a blob. 
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Corner Detectors Harris Detector (based on auto-correlation 
matrix) 

Intensity Based 

SUSAN Detector Morphological 
Approach 

Harris-Laplace (Harris-Affine) Scale Invariant 

Edge-based Regions Affine invariant 

Blob Detectors Hessian Detector Intensity based 
(second derivative of 
Gaussian) 

Hessian-Laplace Intensity based 
(second derivative of 
Gaussian) 

Salient region Information theory 

DoG (difference of Gaussian) Aimed for efficiency 

SURF (speeded-up robust feature) 

Region Detectors Intensity-based region Intensity based/small 
region 

MSER (Maximally stable extremal region) Intensity based/small 
region 

Segmentation based method (Superpixel)  

 
Tyutelaar et al. (2007) also provided evaluations of feature detectors, which will be discussed in 
section 6. 
 
4.3 Face Detection 
A good survey of face detection can be found in Ming-Hsuan Yang (2002,) containing 181 
reference papers. Another survey on face detection can be found in Hjelma et al. (2001,) 
containing 224 reference papers. 
 
A brief summary of the methods is as follows (Ming-Hsuan Yang (2002)): 

 
[Note:  More recent advances in face recognition (2004) can be found at his website: 
http://vision.ai.uiuc.edu/mhyang] 

 
5. COLOR EDGE DETECTION ALGORITHMS 
In 1977, Ramakant Nevatia of USC published the first journal paper on color edge detection. 
Since then a large number of conference papers have been written. The fundamental difference 
between color images and gray-level images is that, in a color image, a color vector (which 
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generally consists of three components) is assigned to a pixel, instead of having a scalar 
assigned to each pixel as in gray-level images. 
 
While edge detection in gray-level images is a well-established area, edge detection in color 
images has not received the same attention. The challenges for edge detection in color images 
are: 
The existence of hue, saturation, and illumination in color images makes it quite difficult to give a 
proper definition of “edge” in color images which is closely related to the human perception. For 
example, the boundary between two regions with the same contrast but different hue will be 
perceived as an ‘edge’, where the traditional monochromatic edge detection algorithm will fail. 
The presence of hue, saturation, shading, shadows, transparencies and highlights makes it hard 
to accurately locate the boundaries, e.g. edges. 

 The traditional gradient magnitude estimation and edge orientation estimation are more 
complex both in vector space and in color spaces. For example, for different color 
channels, the estimated gradient may have the same magnitude but point in different 
directions. For some color spaces, such as HSI, obtained through a nonlinear 
transformation from RGB space, the problem is the singularity at the axis of the color 
cylinder where R=G=B=0 or saturation=0. In addition, Hue is unstable at low saturations 
and has non uniform effects on noises.  

 The existence of different and complex color spaces, such as HSI and CIE L*u*v, makes 
it quite difficult to develop a general color edge detector suitable for all color spaces. A 
color edge detection algorithm is highly related to the color space that it is applied. 

 
A comparative study on color edge detection can be found at Koschan (1995.) Zhu et al. (1999) 
conducted a comprehensive analysis on edge detection in color image. Koschan (2005) provided 
a brief survey on the vector-valued techniques on detection and classification of edges based on 
a dichromatic reflection model (DRM.) A more detailed review can also be found in Sarif Kumar 
Naik and C. A. Murthy (2005.) 
 
Color edge detection techniques can be separated into two classes: Monochromatic-based 
techniques and Vector value-based techniques. Monochromatic-based techniques treat 
information from individual color channels separately and then combine the results. This 
approach can be further classified into output fusion methods and multidimensional gradient 
methods.  
 
The output fusion methods, which appear to be the most popular, perform edge detection three 
times, once each for red, green, and blue, and the output is fused together to form one edge map. 
Nevatia (1977) designed the first output fusion method based on Hueckel’s edge detector. 
Shiozaki (1986) found entropy in each component using a local entropy operator and merged 
three values for color edge detection.  
 
The procedure for the output fusion method is as follows. 

 
(Graphs are taken from Mark Ruzon’s website http://ai.standford/~ruzon/compass/color.html) 

 
The multidimensional gradient methods calculate the gradient in 3 different channels and then 
combine these gradients to generate the multi-dimensional gradient, which is used to generate 
the edge map. Fan et al. (2001) proposed a method where they find edges in the YUV color 
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space. Edge magnitudes are found individually and thresholded within each component and then 
merged. (Note: this classification can be found in Ruzon and Tomasi (2001).) 
 
The procedures for multidimensional methods are as follows. 

 
(Graphs are taken from Mark Ruzon’s website http://ai.standford/~ruzon/compass/color.html) 
 
Vector value-based techniques treat the color information as color vectors in a vector space 
provided with a vector norm. Cumani (1991) proposed an extension of the second-order 
directional derivative in color images via zero crossings of the image surface. Koschan (2005) 
pointed out that Cumani’s algorithm cannot be easily used for HIS, CIELUV or CIELAB color 
spaces since it always assumes that a Euclidian metric exists for an n-dimensional space. Yang 
and Tsai (1996) tried to find, for each 8 by 8 image block, the best axis in color space on which to 
project the image data, creating a single-band image. Another method is presented by Trahanias 
and Venetsanapoulos (1996,) who used vector order statistics to compute a variety of statistical 
measures of edge detection. Inspired by the morphological approach in gray-level images, the 
scheme is to detect and combine the minima and maxima of the image function. However, there 
is no “min-max” operator for vectors and since the ordering of vector-valued data can’t be 
uniquely defined, a number of ways have been proposed. These ways include marginal ordering 
(M-ordering), reduced aggregate ordering (R-ordering), partial ordering (P-ordering) and 
conditional ordering (C-ordering.) Zhu et al. (1999) pointed out that R-ordering reduces each 
multichannel variable to a scalar value according to a distance criterion. 
 
5.1 Color Variants of The Canny Operator 
Kanade (1987) adopted the Canny approach into color edge detection. In RGB space, the pixel 
value is the vector C= (R, G, B.) The variation of C, image function at any point (x, y) is given by 
the Jacobian Matrix J, 

 
 

The direction along the largest change is represented by the eigenvector of  corresponding to 

the largest eigenvalue. The orientation of a color edge is determined by 
 

. 

 
The magnitude m of a color edge is determined by 
 

. 

 
To combine the information from 3 color channels, different norms can be applied in above 
equation, including the L1 norm (sum of absolute values), L2 norm (Euclidian norm) or L∞ norm 
(maximum of absolute values).  
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5.2 Cumani Operator 
Cumani (1991) proposed a method based on the second partial derivative of the image function. 
The squared local contrast for pixel (x, y), S(p; n) is defined as the directional derivative in the 

direction of unit vector , 

 

 
 

 
 

The eigenvalues of the matrix 

 
 

coincide with the extreme values of S(p; n) and are obtained if n is the corresponding 
eigenvector. 
 
The eigenvalue with the strongest magnitude and the normal vector are given by 
 

 
 

 
 

Thus, the first derivative along the unit vector n can be defined as   
 

. 

 

The edge can be detected by finding the zero-crossings of . 

 
The Cumani operator always assumes that a Euclidian metric exists, and thus the technique can’t 
be easily used for HIS or CIE L*u*v color spaces. 
 
5.3 Operators based on Vector Order Statistics 

Let image vectors in a window W be denoted by  and let  be a 

measure of distance between vectors  and . The reduced scalar quantity associated with  is 

defined as  

. 

 

The arrangement of the  in ascending order corresponds to the same ordering of  

 

. 
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In an ordered sequence  is the vector median and high rank vectors are considered as 

outliers. 
 
The vector range (VR) is the simplest color edge detector, however it is sensitive to noise. 
 

 
 
The vector dispersion edge detector (VDED) is a linear combination of the ordered vectors 
 

. 

The coefficient can be chosen to reduce noise. 
 
One proposed class of operators is the minimum vector dispersion (MVD) detector, defined as 
 

. 

 
The choice of k and l depend on n, the size of the window. These two parameters control the 
compromise between noise reduction and computational complexity. 
 
Another family of operators is the nearest-neighbor vector rank (NNVR), a generalized VDED. 
 

. 

 
The operator is defined as the distance between the outlier and the weighted sum of all ranked 

vectors. The weight  is determined adaptively for each location/pixel. Usually the weight 

coefficients are non-negative and sum to 1. The MVD and NNVR can also be combined. The L2 
norm (Euclidean norm) is most commonly used. 

 
6. EVALUATION OF EDGE DETECTION ALGORITHMS  
Since there is no single edge detection algorithm that will perform well under all conditions, there 
is no single rule or criterion that can be used to evaluate the existing edge detection algorithms. 
As Song Wang et al. (2005) pointed out, “A major dilemma in edge-detection evaluation is the 
difficulty to balance the objectivity and generality: a general-purpose edge-detection evaluation 
independent of specific applications is usually not well defined, while an evaluation on a specific 
application has weak generality.” 
 
6.1 Evaluation of Commonly Used Edge Detection Algorithms  
The edge-detection evaluation methods can be categorized in several ways.  

 Subjective and Objective methods. The former uses the human visual observation and 
decision to evaluate the performance of edge detection. Given the inherent inconsistency 
in human perception, subjective evaluation results may exhibit a large variance for 
different observers. In objective methods, quantitative measures are defined based solely 
on images and the edge-detection results. 

 Ground truth. With ground truth classification, edge detection methods can be 
quantitatively evaluated in a more credible way. Without the ground truth, some local 
coherence information is usually used to measure the performance. 

 Test images: synthetic-image-based methods and real-image-based methods.  
 
More detailed discussions on various edge detectors and edge-detection evaluation methods can 
be found in Salott et al. (1996.) and Health et al. (1997.) 
 
Heath et al. (1997) compared five edge detection algorithms: Canny, Nalwa, Iverson, Bergholm, 
and Rothwell. They used 28 images categorized by man-made vs. natural, and textured vs. non-
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textured. Their evaluation is based on the subjective evaluation of edge images by people, 
followed by statistical analysis. The test results showed the following ranking. 
 

Fixed Parameter (Canny, Nalwa) < Bergholm 

Adapted 
Parameter 

(Iverson, Nalwa) < (Rothwell, Bergholm, Canny) 

 
They suggested that the choice of edge detection algorithm may depend on its application. For 
example, high level processing may prefer Canny’s algorithm which will provide better quality by 
adjusting the parameter manually. 
 
Bowyer et al. (1999) compared eight edge detectors: Sobel, Canny, Bergholm, Sarkar and Boyer, 
Heitger, Rothwell, Black, and SUSAN. They used 20 images and ground truth was manually 
created for each image. The performance of these edge detectors was evaluated by receiver-
operating-characteristic (ROC) curves. Their findings were: 

 Canny and Heiteger edge detector outperform the other detectors. 

 All these edge detectors are not able to detect certain features, which provide evidence 
against the development of a hybrid edge detector. 

 
Song Wang et al. (2005) evaluated five edge detectors: Sobel, LoG, Canny, Rothwell, and 
Edison. They collected 1030 true images and created the ground truth of the object boundary 
manually. The performance of the edge detectors was evaluated by the detection of closed 
boundaries of objects in these images. Their main findings are: 

 The overall performances of the five edge detectors are very similar. 

 The selection of the detector parameters has significant impact on the final performance. 

 The evaluated edge detectors do complement each other. 
 
Hence, their suggested the following future research directions: improving image-dependent-
detector-parameter selection and boosting performance with hybrid edge detectors. 
 
Argialas (2005) evaluated eight edge detectors: Canny, Rothwell, Black, SUSAN, Iverson-Zucker, 
Bezdek, Edison, and Generalized Hough transform (Fitton and Cox, 1998.) They used two 
satellite images of a geothermal terrain. The performance was evaluated by the Rosenfeld 
evaluation metric (local edge coherence) and the Pratt evaluation metric (function of the distance 
between correct and measured edge positions.) Their findings are: 

 The Canny edge detector performs best with the Rothwell algorithm to others. 

 Hough transform suffers from the localization problem. It can only provide straight lines 
which can’t capture the true, detailed features of the image, and it is also hard to set the 
starting and stopping criterion. 

 
6.2 Evaluation of Corner, Interest Point, Feature Detection Algorithms 
Schimd (2000) summarized the evaluation methods for feature detectors as: 

 Ground-Truth Verification 

 Visual Inspection 

 Localization Accuracy 

 Theoretical Analysis 

 A specific task 
 
Evaluation results of Tyutelaar et al. (2007) are listed below. 
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The above detectors are categorized into 4 groups (row 1 to row 4) by their invariance: rotation, 
similarity, affine and prospective.  

 
7. CONCLUSION/OBSERVATION 
There are many fruitful researches in the field of local feature detection algorithms. The 
effectiveness of these algorithms is problem dependent. Therefore, we can expect more 
procedures to be developed. It is interesting to the authors to notice that, after nearly 20 years 
Canny proposed his edge detection algorithm, there were few other edge detection algorithms 
surpassed Canny’s method in general.  
 
One direction of future research, perhaps, is to develop a “data mining” type of automated system 
that works for a general type of images. With the creation of these systems, more meaningful 
applications will follow and more values will be created by the advances of the researches and 
technology. 
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