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Abstract 

 
In this paper, we propose an invisible blind watermarking scheme for the gray-
level images. The cover image is decomposed using the Discrete Wavelet 
Transform with Biorthogonal wavelet filters and the watermark is embedded into 
significant coefficients of the transformation. The Biorthogonal wavelet is used 
because it has the property of perfect reconstruction and smoothness. The 
proposed scheme embeds a monochrome watermark into a gray-level image. In 
the embedding process, we use a localized decomposition, means that the 
second level decomposition is performed on the detail sub-band resulting from 
the first level decomposition. The image is decomposed into first level and for 
second level decomposition we consider Horizontal, vertical and diagonal 
subband separately. From this second level decomposition we take the 
respective Horizontal, vertical and diagonal coefficients for embedding the 
watermark.  The robustness of the scheme is tested by considering the different 
types of image processing attacks like blurring, cropping, sharpening, Gaussian 
filtering and salt and pepper noise effect. The experimental result shows that the 
embedding watermark into diagonal subband coefficients is robust against 
different types of attacks. 
 
Keywords: Watermarking, DWT, RMS, MSE, PSNR. 

 
 

1. INTRODUCTION 
The digitized media content is becoming more and more important. However, due to the 
popularity of the Internet and characteristics of digital signals, circumstantial problems are also on 
the rise.  The rapid growth of digital imagery coupled with the ease by which digital information 
can be duplicated and distributed has led to the need for effective copyright protection tools. From 
this point of view, digital watermark is a promising technique to protect data from illicit copying 
[1][2]. The classification of watermarking algorithm is done on several view points. One of the 
viewpoints is based on usage of cover image to decode the watermark, which is known as Non-
blind or private [3], if cover image is not used to decode the watermark bits that are known as 
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Blind or public watermarking algorithm [4]. Another view point is based on processing domain 
spatial domain or frequency. Many techniques have been proposed in the spatial domain, such 
as the LSB (least significant bit) insertion [5][6], these schemes usually have features of small 
computation and large hidden information, but the drawback is with weak in robustness. The 
others are based on the transformation techniques, such as, based on DCT domain, DFT domain 
and DWT domain etc. The latter becomes more popular due to the natural framework for 
incorporating perceptual knowledge into the embedded algorithm with conducive to achieve 
better perceptual quality and robustness [7]. 
 
Recently the Discrete Wavelet Transformation gained popularity since the property of multi-
resolution analysis that it provides. There are two types of wavelets; Wavelets can be orthogonal 
(orthonormal) or Biorthogonal. Most of the wavelets used in watermarking were orthogonal 
wavelets. The scheme in [8] introduces a semi-fragile watermarking technique that uses 
orthogonal wavelets. Very few watermarking algorithms used Biorthogonal wavelets. The 
Biorthogonal wavelet transform is an invertible transform. It has some favorable properties over 
the orthogonal wavelet transform, mainly, the property of perfect reconstruction and smoothness. 
Kundur and Hatzinakos [9] suggested a non-blind watermarking model using Biorthogonal 
wavelets based on embedding a watermark in detail wavelet coefficients of the host image. The 
results showed that the model was robust against numerous signal distortions, but it is non-blind 
watermarking algorithm that required the presence of the watermark at the detection and 
extraction phases. 
 
One of the main differences of our technique than other wavelet watermarking scheme is in 
decomposing the host image. Our scheme decomposes the image using first level Biorthogonal 
wavelet then obtains the detail information of sub-band (LH or HL or HH) of it to be further 
decomposed as in [12], except we are directly embedding watermark bits by changing the 
frequency coefficients of subbands. Here we are not using pseudo random number sequence to 
represent watermark, directly the frequency coefficients are modified by multiplying with bits of 
watermark. In extraction algorithm we don’t need cover image its blind watermarking algorithm. 
The watermark is extracted by scanning the modified frequency coefficients. We evaluated 
essential elements of a proposed method, i.e. robustness and imperceptible under different 
embedding strengths. Robustness refers to the ability to survive intentional attacks as well as 
accidental modifications, for instance we took Blurring, noise insertion, region cropping, and 
sharpening as a intentional attacks. Imperceptibility or fidelity means the perceptual similarity 
between the watermarked image and its cover image using Entropy, Standard Deviation, RMS, 
MSE and PSNR parameters. 
 
The paper is organized as follows: In Section 2, we describe the Biorthogonal Wavelet 
Transformations. In Section 3, we describe the proposed watermark embedding and extraction 
model. In Section 4, we present our results. Finally, in section 5, we compare our method with 
reference and in Section 6, we conclude our paper 
 

2. BIORTHOGONAL WAVELET TRANSFORMATIONS 

 The DWT (Discrete Wavelet Transform) transforms discrete signal from time domain into time-
frequency domain. The transformation product is set of coefficients organized in the way that 
enables not only spectrum analyses of the signal, but also spectral behavior of the signal in time. 
Wavelets have the property of smoothness [10]. Such properties are available in both orthogonal 
and Biorthogonal wavelets. However, there are special properties that are not available in the 
orthogonal wavelets, but exist in Biorthogonal wavelets, that are the property of exact 
reconstruction and symmetry. Another advantageous property of Biorthogonal over orthogonal 
wavelets is that they have higher embedding capacity if they are used to decompose the image 
into different channels. All these properties make Biorthogonal wavelets promising in the 
watermarking domain [11]. 
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2.1     Biorthogonal Wavelet System     

Let (L, R) be the wavelet matrix pair of rank m and genus g and let  :f Z mZ C  be any 
discrete function. Then 
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  the analysis matrix of the wavelet matrix pair and 'r

n mkR a 
  is the 

synthesis matrix of wavelet matrix pair, and they can also be referred to simply left and right 
matrices in the pairing (L, R) The terminology refers to the fact that the left matrix in the above 
equation is used for analyzing the function in terms of wavelet coefficients and the right matrix is 
used for reconstructing or synthesizing the function as the linear combination of vectors formed 
from its coefficients. This is simply a convention, as a role of matrices can be interchanged, but in 
practice it can be quite useful convention. For instance, certain analysis wavelet functions can be 
chosen to be less smooth than the corresponding synthesis functions, and this trade-off is useful 
in certain contexts.  
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partition of energy is more complicated, since the expansion of both the L-basis and R-basis are 
involved. The corresponding formula is 
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3. PROPOSED MODEL  

In this section, we give a description about the proposed models used to embed and extract the 
watermark for gray-level image. The image is decomposed using Biorthogonal wavelet filters. 
Biorthogonal Wavelet coefficients are used in order to make the technique robust against several 
attacks, and preserve imperceptibility. The embedding algorithm and extraction algorithm for gray 
level images is explained in the following sections. 

3.1 Watermark Embedding Algorithm 

The embedding algorithm uses monochrome image as watermark and gray-level image as cover 
image. The first level Biorthogonal wavelet is applied on the cover image, then for second level 
decomposition we consider HL (Horizontal subband), LH (vertical subband), and HH (diagonal 
subband) separately. From these second level subbands we take LH, HL and HH respective 
subbands to embed the watermark. Figure 1 shows the flow of embedding algorithm.  

. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

FIGURE 1:  Embedding Algorithm for LH subband coefficients. 
 
Algorithm : Watermark embedded by decomposing LH1 into second level. 
 
Input      : Cover image (gray-level) of size m m  , Watermark (monochrome) image of size  

/ 4 / 4m m . 
 
Output     : Watermarked gray level image. 
 

1. Apply First level Biorthogonal Wavelet on input gray level cover image to get {LH1, HL1, 
HH1 and LL1} subbands as shown in Figure 2. 

2. From decomposed image of step 1 take the vertical subcomponent LH1 where the size of 
LH1 is  / 2 / 2m m for LH1  again apply first level Biorthogonal wavelet and get vertical 
subcomponent LH2 (as shown in Figure 3.), Where the size  of LH2  is / 4 / 4m m  and in 
LH2 subband we found frequency coefficients values are zero or less than zero. 

3. Embed the watermark into the frequency coefficient of LH2 by scanning frequency 
coefficients row by row, using following formula ' (| | ) ( , )Y Y W i j  , Where    = 
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0.009, Y is original frequency coefficient  of LH2 subband, if watermark bit is zero then Y ' 
= 0 else Y’ > 1.  

4. Apply inverse Biorthogonal Wavelet transformation two times to obtain watermarked gray 
level image. 

5. Similarly the watermark is embedded separately into the HL (Horizontal) and HH 
(diagonal) subband frequency coefficients. 

  
 
 
 
 
 
 
 
 
 
 

FIGURE 2: First Level Decomposition 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 3: Second Level Decomposition of LH1 

 
3.2 Watermark Extraction  Algorithm 
In extraction algorithm the first level Biorthogonal wavelet is applied on the watermarked gray-
scale image. For second level decomposition we consider LH1 (Vertical subband) and from this 
second level decomposed image we take LH2 subband to extract the watermark. The extraction 
algorithm is as shown in Figure 4. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 4: Extracting watermark from LH1 subband 
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Algorithm : Watermark Extracted by decomposing LH1 into second level. 
 
Input      : Watermarked Cover image (gray-level) of size m m . 
 
Output     : Watermark. 
 

1. Apply First level Biorthogonal Wavelet on watermarked gray level cover image to get 
{LH1, HL1, HH1 and LL1} subbands. 

2. From decomposed image of step 1 take the vertical subcomponent LH1 where the size of 
LH1 is / 2 / 2m m for LH1  again apply first level Biorthogonal wavelet and get vertical 
subcomponent LH2 (as shown in Figure 3.), Where the size  of LH2  is / 4 / 4m m . 

3.  From the subband LH2 extract the watermark by scanning frequency coefficients row by 
row. If frequency coefficient is greater than zero set watermark bit as 1 else set 0. 

4. Similarly the watermark is extracted from the HL (Horizontal) and HH (diagonal) subband 
frequency coefficients. 

4. RESULTS AND DISCUSSION  
The performance of embedding and extraction algorithm are analyzed by considering Lena image 
of size 256  256 as cover image and M-logo (Monochrome) image of size 30   35 as a 
watermark. The following parameters are used to measure the performance of embedding and 
extraction algorithms. 

1. Standard Correlation ( SC) : It measures how the pixel values of original image  is 
correlated with the pixel values of modified image. When there is no distortion in modified 
image, then SC will be 1. 

 
 
 
 
 
 
 
Here, I(i, j) is original watermark, J(i, j) is extracted watermark, I' is the mean of original 
watermark and J’ is mean of extracted watermark. 

2. Normalized Correlation (NC) :    It measure the similarity representation between the 
original image and modified image. 

 
 
 
 
 
 
 
 

Where I (i, j) is original image and I’(i, j) is modified image, M is Height of image and N is  
width of image 

3. Mean Square Error (MSE): It measures the average of the square of the "error." The 
error is the amount by which the pixel value of original image differs to the pixel value of 
modified image. 
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Where, M and N are the height and width of image respectively.  f(i, j) is the (i, j)th  pixel 
value of the original image and f ′( i, j) is the (i, j)th pixel value of modified image.  

 
4. Peak signal to noise ratio (PSNR): It is the ratio between the maximum possible 

power of a signal and the power of corrupting noise that affects the fidelity of its 
representation. PSNR is usually expressed in terms of the logarithmic decibel. PSNR is 
given by. 

 
 
 
 

4.1 Measuring Perceptual quality of watermarked image 
 
In this section we discuss the effect of embedding algorithm on cover image in terms of 
perceptual similarity between the original image and watermarked image using Mean, 
Standard Deviation, RMS and Entropy. The effect of extraction algorithm is calculated using 
MSE, PSNR, NC and SC between extracted and original watermark. As shown in Figure 5, 
watermark is embedded by decomposing LH1, HL1, HH1 separately further in second level 
and the quality of original gray scale image and watermarked image are compared. The 
parameters such as Mean, Standard Deviation, RMS and Entropy are calculated between the 
original gray level  image and watermarked image. The results shows that there is only slight 
variation exist in above mentioned parameters. This indicates that the embedding algorithm 
will modify the content of original image by negligible amount. The amount of noise added to 
gray-level cover image is calculated by using MSE and PSNR. Thus the results from the 
experiments indicates that the embedding watermark into HH (diagonal) subband produces 
the better results in terms of MSE and high PSNR compared to other subbands. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 5: Effect of Embedding algorithm in LH, HL and HH subband of cover image 
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Parameter LH SUBBAND HL SUBBAND HH SUBBAND 
MSE 0.11 0.11 0.11 
PSNR 57.41 57.44 57.48 

Normalized correlation 1 1 1 
Standard correlation 0.69 0.65 0.65 

Original watermark 
   

Extracted watermark 
   
 

FIGURE 6: Effect of Extraction algorithm from LH, HL and HH subband coefficients on Watermark 
 

Figure 6 shows the results of Watermark extraction by decomposing LH1, HL1, HH1 separately 
further in second level and the quality of Extracted watermark and original watermark are 
compared. The parameters such as MSE, PSNR, NC and SC are calculated between the 
extracted and original watermark. The results show that the extraction algorithm produces similar 
results for all subbands in terms above mentioned parameters. 
 

4.2 Effect of  Attacks  
 
In this section we discuss about the performance of extraction algorithm by considering different 
types of image processing attacks on watermarked gray-level image such as blurring, adding salt 
and pepper noise, sharpening, Gaussian filtering and cropping. 
 

1. Effect of Blurring: Special type of circular averaging filter is applied on the watermarked 
gray-level image to analyze the effect of Blurring. The circular averaging (pillbox) filter filters 
the watermarked image within the square matrix of side 2  (Disk_ Radius) +1. The disk 
radius is varied from 0.5 to 1.4 and the effect of blurring is analyzed on extraction algorithm. 
Figure 7 shows the extracted watermark for different disk radius of LH, HL and HH subbands. 
Figure 8 shows the effect of blurring on watermarked image in terms of MSE, NC, SC and 
PSNR between original and extracted watermark. From the experimental results it was found 
that the extraction of watermark from HH subband produces NC is equal 1 for disk radius up 
to 1.4. The extracted watermark is highly correlated with original watermark, when the 
watermark is embedded into HH subbands. Figure 8 shows the effect of Blurring in terms of, 
NC and SC between original and extracted watermark and MSE, PSNR between original and 
watermarked image. 
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FIGURE 7:  Extracted watermark from Blurred watermarked Gray-level images using LH, HL 

and HH subbands  
 
 
 
 
 
 
 
 
 
 
(a) MSE between Original and Extracted Watermark                              (b) NC between Original and Extracted Watermark                                                    
 
 
 
 
 
 
 
 
 

 
(c) SC between Original and Extracted Watermark            (d ) PSNR between Original and Extracted Watermark 

FIGURE 8: Effect of Blurring on watermarked Grayscale image 
 

2. Effect of adding salt and pepper noise: The salt and pepper noise is added to the 
watermarked image I, where d is the noise density. This affects approximately d  
(size(I)) pixels. Figure 9 shows the extracted watermarks from LH, HL and HH subbands 
for noise density varied from 0.001 to 0.007. Figure. 10 show the effect of salt and pepper 
noise on extraction algorithm. From the experimental results, it was found that extraction 
of watermark from HH subband is producing NC equal to 0.95. Thus embedding 
watermark into HH subbands is robust against adding salt and pepper noise. 
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FIGURE 9: Extracted watermark from Salt and Pepper Noise added to watermarked images using LH, HL 
and HH subbands 

 
 
 
 

 
 
 
 
 
 

(a) MSE between Original and Extracted Watermark     (b) NC between Original and Extracted Watermark 
 

 
 
 
 
 
 
 
 
 
 
 

(c) SC between Original and Extracted Watermark (d) PSNR between Original and Extracted Watermark 
 

FIGURE 10: Effect of Salt and Pepper Noise on watermarked Grayscale image 
 

3. Effect of Sharpening on Watermarked Image:  A special type of 2D unsharp contrast 
enhancement filter is applied on watermarked image. The unsharp contrast enhancement 
filter enhances edges and other high frequency components in an image. By subtracting 
a smoothed ("unsharp") version of an image from the original image.  Figure 11 shows 
the extracted watermark, when watermarked image is sharpened by varying sharpness 
parameter from 0.1 to 1. The effect of sharpening on extraction algorithm is measured by 
calculating MSE, PSNR, NC and SC between extracted and original watermark. From the 
Figure 12, we found that extraction of watermark from HH subband is producing NC  
equal to 0.99. Thus compared to other subbands, embedding watermark into HH 
subbands is robust against sharpening of watermarked image. 
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FIGURE 11:  Extracted watermark from sharpened watermarked images using LH, 
HL and HH subbands 
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FIGURE 12:  Effect of Sharpening on watermarked Gray level  image 
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4. Effect of Cropping on Watermarked Image:  The cropping is applied on watermarked 
image. The watermarked image is cropped in terms of percentage of the image size. The 
cropping is started at 10 percentages and continued in the intervals of 10 percentage up 
to 90 percentage. Figure 13 shows the cropped watermarked images and the extracted 
watermark from LH, HL and HH subbands. The effect of cropping on extraction algorithm 
is analyzed by comparing extracted watermark and original watermark for LH,HL and HH 
subbands. The quality of extracted watermark is measured using MSE, PSNR, NC and 
SC metrics. Figure 14 shows the effect of cropping on extracted watermark in terms of 
MSE, PSNR, NC and SC. From the experimental results we found extracting watermark 
from HH produces the NC equal to 0.96 and SC equal to 0.60  for 90 percentage of 
cropping, where as other subbands produces less correlated watermark at 90 percentage 
of cropping. Thus results prove that the embedding watermark at HH subband is 
produces highly rigid watermarked image. 
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FIGURE 13: Extracted watermark from Cropped  watermarked images using LH, HL and HH 
subbands 
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(a) MSE between Original and Extracted Watermark    (b) NC between Original and Extracted Watermark 

 
 
 
 
 
 
 
 
 
 

(c) SC between Original and Extracted Watermark      (d)  PSNR between Original and Extracted Watermark 
FIGURE 14: Effect of Cropping on watermarked Gray-level image 

 
5. Effect of Gaussian filters: Two dimensional Gaussian filter is applied on the 

watermarked image with standard deviation sigma (positive) varying from 0.1 to 1.1. 
Figure 15 shows the extracted watermark by applying Gaussian filter on watermarked 
image. The effect of Gaussian filter on extraction algorithm is analyzed by measuring 
MSE, PSNR, NC and SC parameters between the extracted and original watermark. 
These parameters are shown in the Figure 16. From the experimental results, we found 
that the extraction of watermark from HH subband producing SC and NC between 
extracted and original watermark is equal to 0.5 and 0.98 with standard deviation sigma 
equal to 1, which is higher than other subbands. Thus embedding watermark into HH 
subband produces the watermarked image which is robust against Gaussian filters.  
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FIGURE 15: Extracted watermark due to Gaussian filter on watermarked gray-
level images using LH, HL and HH  

 
 

 
 
 
 
 
 
 
 
 

(a) MSE between Original and Extracted Watermark   (b) NC between Original and Extracted Watermark 
 

 
 
 
 
 
 
 
 
 
 

 (c) SC between Original and Extracted Watermark   (d)  PSNR between Original and Extracted Watermark 
 

FIGURE 15:  Effect of Gaussian Filter on watermarked Gray-level image 

5. COMPARISON   
 

We compare the performance of our algorithm with the other watermarking algorithms based on 
Birorthogonal wavelet Transform. The transform uses a localized decomposition, meaning that 
the second level decomposition is performed on the detail sub-band resulting from the first level 
decomposition proposed by Suhad Hajjara [12]. The comparison is decided in Table 1. In 
proposed algorithm the watermark is embedded directly into the frequency coefficients. The 
robustness of algorithm is analyzed separately for HL, LH and HH subband coefficients. 
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TABLE 1: Comparison of proposed algorithm with Suhad Hajjara proposed algorithm [12]. 

 

6. CONSLUSION  
In this paper we proposed a novel scheme of embedding watermark into gray-level image. The 
scheme is based on decomposing an image using the Discrete Wavelet Transform using 
Biorthogonal wavelet filters and the watermark bits are embedded into significant coefficients of 
the transform. We use a localized decomposition, meaning that the second level decomposition is 
performed on the detail sub-band resulting from the first level decomposition. For gray-scale 
image for embedding and extraction we defined separate modules for LH, HL and HH subbands, 
then the performance of these modules are analyzed by considering normal watermarked image 
and signal processed (attacked) images. In all these analysis we found that HH (diagonal) 
subband embedding and extraction produces the good results in terms of attacked and normal 
images. 
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