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Abstract 

 

An intelligent computer-aided diagnosis system can be very helpful for radiologist in 
detecting and diagnosing micro calcifications patterns earlier and faster than typical 
screening programs. In this paper, we present a system based on fuzzy-C Means 
clustering and feature extraction techniques using texture based segmentation and 
genetic algorithm for detecting and diagnosing micro calcifications’ patterns in digital 
mammograms. We have investigated and analyzed a number of feature extraction 
techniques and found that a combination of three features, such as entropy, 
standard deviation, and number of pixels, is the best combination to distinguish a 
benign micro calcification pattern from one that is malignant. A fuzzy C Means 
technique in conjunction with three features was used to detect a micro calcification 
pattern and a neural network to classify it into benign/malignant. The system was 
developed on a Windows platform. It is an easy to use intelligent system that gives 
the user options to diagnose, detect, enlarge, zoom, and measure distances of areas 
in digital mammograms. The present study focused on the investigation of the 
application of artificial intelligence and data mining techniques to the prediction 
models of breast cancer. The artificial neural network, decision tree, Fuzzy C Means, 
and genetic algorithm were used for the comparative studies and the accuracy and 
positive predictive value of each algorithm were used as the evaluation indicators. 
699 records acquired from the breast cancer patients at the MIAS database, 9 
predictor variables, and 1 outcome variable were incorporated for the data analysis 
followed by the 10-fold cross-validation. The results revealed that the accuracies of 
Fuzzy C Means were 0.9534 (sensitivity 0.98716 and specificity 0.9582), the 
decision tree model 0.9634 (sensitivity 0.98615, specificity 0.9305), the neural 
network model 0.96502 (sensitivity 0.98628, specificity 0.9473), the genetic 
algorithm model 0.9878 (sensitivity 1, specificity 0.9802). The accuracy of the 
genetic algorithm was significantly higher than the average predicted accuracy of 
0.9612. The predicted outcome of the Fuzzy C Means  model was higher than that of 
the neural network model but no significant difference was observed. The average 
predicted accuracy of the decision tree model was 0.9635 which was the lowest of all 
4 predictive models. The standard deviation of the 10-fold cross-validation was 
rather unreliable. The results showed that the genetic algorithm described in the 
present study was able to produce accurate results in the classification of breast 
cancer data and the classification rule identified was more acceptable and 
comprehensible. 



S.Pitchumani Angayarkanni 

International Journal of Image Processing (IJIP), Volume (4): Issue (6)             662 

Keywords: Fuzzy C Means, Decision Tree Induction, Genetic Algorithm, Data Mining, Breast Cancer, Rule 

Discovery. 

 

 

1. INTRODUCTION 
Breast cancer is one of the major causes for the increased moralitcause many among women 
especially in developed countries. It is second most common cancer in women. The World Health 
Organization’s International estimated that more than 1,50,000 women worldwide die of breast cancer 
in year. In India , breast cancer accounts for 23% of all the female cancer death followed by cervical 
cancer which accounts to 17.5% in India. Early detection of cancer leads to significant improvements 
in conservation treatment[1]. However, recent studies have shown that the sensitivity of these 
systems is significantly decreased as the density of the breast increased while the specificity of the 
systems remained relatively constant. In this work we have developed automatic neuron genetic 
algorithmic approach to automatically detect the suspicious regions on digital mammograms based on 
asymmetries between left and right breast image. 
 
Diagnosing cancer tissues using digital mammograms is a time consuming task even highly skilled 
radiologists because mammograms contain low signal to noise ratio and a complicated structural 
background. Therefore in digital mammogram, there is still a need to enhance imaging, where 
enhancement in medical imaging is the use of computers to make image clearer. This may aid 
interpretation by humans or computers. Mammography is one of the most promising cancer control 
strategies since the cause of cancer is still unknown[2]. Radiologist turn to digital mammography as 
an alternative diagnostic method due to the problems created by conventional screening programs. A 
digital mammogram is created when conventional mammogram is digitized; through the use of a 
specific mammogram is digitizer or a camera, so it can be processed by the computer. Image 
enhancement methods are applied to improve the visual appearance of the mammograms. Initially 
the mammogram image is read from the dataset and partial filter (Combination of Low and high Pass 
filter)  is applied to remove the noise from the image.  
 
Fuzzy C Means clustering with texture based segmentation ,decision tree induction and genetic 
algorithm techniques were used in efficient detection of cancerous masses in mammogram MRI 
images . The selected features are fed to a three-layer Backpropagation Network hybrid with FCM,GA 
(BPN-FCM-GA) for classification and the Receiver Operating Characteristic (ROC) analysis is 
performed to evaluate the performance of the feature selection methods with their classification 
results. 
 
In this paper various steps in detection of microcalcification such as i) Preprocessing and 
enhancement using Histogram Equalization and Parital filter  ii) Fuzzy C Means clustering iii) Texture 
based Segmentation iv) Decision Tree Induction V) Genetic Algorithm V) System is trained using 
Back Propagation Network VI) FROC analysis is made to find how accurate the detection of 
cancerous masses in automatic detection system.  
 

2. PREPROCESSING & ENHANCEMENT TECHNIQUES: 
One of the most important problems in image processing is denoising. Usually the procedure used for 
denoising, is dependent on the features of the image, aim of processing and also post-processing 
algorithms [5]. Denoising by low-pass filtering not only reduces the noise but also blurs the edges. 
Spatial and frequency domain filters are widely used as tools for image enhancement. Low pass filters 
smooth the image by blocking detail information. Mass detection aims to extract the edge of the tumor 
from surrounding normal tissues and background, high pass filters (sharpening filters) could be used 
to enhance the details of images. PSNR, RMS, MSE, NSD, ENL value calculated for each of 161 
pairs of   mammogram images clearly shows that Partial low and high pass filter when applied to  
mammogram image leads to best  Image Quality[3]. 
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FIGURE 1: Image enhancement using histogram equalization and Partial Filters 

 
 

3. FUZZY C MEANS CLUSTERING 
This algorithm aims at detecting microcalcifications and suspicious areas. In the process of 
detecting, it may detect other areas that look like a microcalcification. It is up to the user to decide 
whether the resulting detection is a microcalcification or some other area[4]. The algorithm is simple 
and based on a fuzzy technique where the size of the microcalcification can be “about the size of a 
microcalcification.” It uses a 8*8 window to scan over the entire digital mammogram and locate 
microcalcifications or other abnormalities: 
WHILE entire 8*8 image has not been examined by 4 window 
MOVE 8*8 window to next position 
RECORD x,y position and grey level value of pixel with largest grey level in window 
IF pixels surrounding the largest pixel are as bright as the largest pixel grey level value AND outer 
pixels are darker than the largest pixel grey level value 
THEN largest pixel position is the center pixel of a microcalcification 
area 
END IF 
END WHILE 

 

 
FIGURE 2: segmentation using Fuzzy C means 

 

No. of iteration:36, Time:0.79Seconds 

 
4. FEATURE SELECTION  
The main aim of the research method proposed was to identify the effectiveness of a feature or a 
combination of features when applied to a neural network[5]. Thus, the choice of features to be 
extracted was important. The following 14 features were used for the proposed method: 
average histogram, average grey level, energy, odified energy, entropy, modified entropy, number of 
pixels, standard deviation,modified standard deviation, skew, modified skew, average boundary grey 
level, difference, and contrast. The formulas for entropy, energy, skew, and standard deviation were 
modified so that the iterations started with the first pixel of the pattern and ended at the final pixel. 
Traditionally, the formulas for these features have iterations starting with the lowest grey level 
possible and ranging to the highest grey level possible. This modification was done in an attempt to 
achieve a better classification rate than its traditional version. 
Initially, the method determined the ranking of single features from best to worst by using each feature 
as a single input to the neural network. After this was completed, a combination of features was 
tested and a best feature or a combination of 
features was determined. 
1) First Feature Vector (Ten Features): Average histogram, average grey level, number of pixels, 
average boundary grey, difference, contrast , energy, entropy, standard deviation, and 



S.Pitchumani Angayarkanni 

International Journal of Image Processing (IJIP), Volume (4): Issue (6)             664 

skew. 
2) Second Feature Vector (14 Features): Average histogram, average grey level, number of pixels, 
average boundary grey, difference, contrast, modified energy, modified entropy, modified standard 
deviation, and modified skew.The most significant feature or combination of features were 
selected based on neural-network classification. It was done as follows. We started with a single 
feature by feeding it to the genetic algorithm and neural network and analyzing the classification rate. 
If  it was increased or unchanged by adding a particular feature, then we included this feature to the 
input vector. Otherwise, we removed this feature and added another feature to the existing input 
vector and repeated the whole process again. The total 8190 combinations were investigated and the 
combinations with the best classification rate were selected for the development of the our CAD 
system. 

 

 
5. DECISION TREE INDUCTION METHOD 
Decision trees are powerful classification algorithms that are becoming increasingly more popular 
with the growth of data mining in the field of information systems[6]. Popular decision tree algorithms 
include Quinlan’s ID3, C4.5, C5, and Breiman et al.’s CART .A decision tree is a non-linear 
discrimination method, which uses a set of  independent variables to split a sample into 
progressively smaller subgroups. The procedure is iterative at each branch in the tree, it selects the 
independent variable that has the strongest association with the dependent variable according to a 
specific criterion (e.g., information gain, Gini index, and Chi-squared test. In our study, we chose to 
use J4.8  algorithm as our decision tree method and all subjects according to whether or not they 

were likely to have breast cancer. 
 

Decision rules Fitness 
value(train data, 
453 cases) 

Accuracy(train 
data, 453 cases) 

Accuracy (test 
data, 246 cases) 

If 5.6 < clump 
Thickness < 7.2 
AND 1.8 < Marginal 
adhesion < 4.0 AND 
3.2 < single 
Epithelia , 8.6 AND 
2.1<normal nucleoid 
<3.1 THEN 
class=benign else 
Malignnant 

1 0.9993 0.9878 

 
TABLE 1: Decision Rule with corresponding Accuracy 

 

6. GENETIC ALGORITHM  
A genetic algorithm is an iterative procedure until a pre-determined stopping condition (usually the 
number of generation). Genetic algorithm involves a population of individuals, each one represented 
by a finite string of symbols, known as the genome, encoding a possible solution in a given problem 
space. The simple genetic algorithm as a pseudo code is: 
Step 1. Generate an initial population of strings randomly. 
Step 2. Convert each individual of the current population into If–Then rule. 
Step 3. Evaluate each of If–Then rules from training dataset. 
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Step 4. Select parents for the new population. 
Step 5. Create the new population by applying selection, crossover and mutation to the parents. 

Step 6. Stop generation if a stopping condition is satisfied, otherwise go to step 3. 

 
a. FITNESS EVALUATION OF RULES 
The role of the fitness function is to encode the performance of the rule 
numerically. In our study, the objective of the GA method is to find the accurate and general rules 
among all the rules in the population. Thus, the GA method uses the composite fitness function 
consisting of accuracy and coverage. To measure the accuracy and coverage of the rule, we use the 
following definitions: when a rule is used to classify a given training instance, one of the four possible 
concepts can be observed: true positive (tp), false positive (fp), true negative (tn) and false negative 
(fn). The true positive and true negative are correct classifications, while false positive and false 
negative are incorrect classifications. For a two-class case, with class ‘yes’ and ‘no’, the four  
concepts can be easily understood with the following descriptions: 
true positive(TP): the rule predicts that the class is ‘yes’ (positive) and the class 
of the given instance is in fact ‘yes’ (true); 
false positive(FP): the rule predicts that the class is ‘yes’ (positive) but the 
class of the given instance is in fact ‘no’ (false); 
true negative: the rule predicts that the class is ‘no’ (negative) and the class of 
the given instance is in fact ‘no’ (false); 
false negative: the rule predicts that the class is ‘no’ (negative) but the class of 
the given instance is in fact ‘yes’ (true). Using these concepts, we present a very simple fitness 
function defined as: 
Maximize Fitness Function =TP/(TP+FP) 
 

7. NEURAL NETWORK MODEL 
We use the popular BPN architecture in building the neural network diagnostic model. Cybenko  
indicated that one-hidden-layer network is sufficient to model any complex system with any desired 
accuracy, the designed network model will have only one hidden layer. We use 9 input nodes in the 
input layer, the initial number of hidden nodes to be tested was chosen to be 6, 7, 8, 9, 10 and the 
network has only one output node status of the breast cancer or without breast cancer. As Rumelhart 
[33] concluded that lower learning rates tend to give better network result, we decided to incorporate 
the lower learning rates in our test models. The prediction results of the BPN networks with 
combinations of different hidden nodes learning rate are summarized in Table 2. As illustrated in 
Table 2, the {9,6,1} topology with a learning rate of 0.1 gives the best result (i.e. the lowest testing 
RMSE). The diagnostic result using the designed BPN model stratified by 10-fold cross-validation can 
be summarized in Table 4. From the result in table 9, we can observe the average correct 
classification rate is 95.02%. It can be observed that BPN has the highest average correction 
classification rate in comparison with the decision tree. 

 
FIGURE 3: Graphical Representation of ANN 
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Number of Hidden 
Nodes 

Learning Rate Training RMSE Testing RMSE 

6 0.01 
0.03 
0.05 
0.1 
0.5 

0.1146 
0.0917 
0.0749 
0.1082 
0.5082 

0.0600 
0.0433 
0.0210 
0.0089 
0.6878 

7 0.01 
0.03 
0.05 
0.1 
0.5 

0.1164 
0.0089 
0.1015 
0.0872 
0.6976 

0.0768 
0.0434 
0.0201 
0.0111 
0.5213 

8 0.01 
0.03 
0.05 
0.1 
0.5 

0.1342 
0.0726 
0.0947 
0.0653 
0.6976 

0.0692 
0.0455 
0.0209 
0.0128 
0.5213 

9 0.01 
0.03 
0.05 
0.1 
0.5 

0.1133 
0.0704 
0.0472 
0.1082 
0.5082 

0.0762 
0.0430 
0.0210 
0.0092 
0.5213 

10 0.01 
0.03 
0.05 
0.1 
0.5 

0.1169 
0.0761 
0.1069 
0.1082 
0.5082 

0.0633 
0.0416 
0.0228 
0.0146 
0.6878 

 

 
TABLE 2: ANN MODEL PREDICTION RESULT 

 

Prediction Variables used in cancer detection:  
1. Clump thickness 
2. Uniformity of cell size  
3. Uniformity of cell shape  
4. Marginal adhesion  
5. Single epithelial cell size  
6. Bare nuclei 
7. Bland chromatin 
8. Normal nucleoli 
9. Mitoses 
10. Class (benign/malignant) 
Stability Test Results of GA Model: 

  
 

 
 

FIGURE 2: Convergence Graph of GA 
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8. CONCLUSION 
In the present study, various data mining models including Fuzzy C Means , decision tree, and 
artificial neural network were used to compare with the genetic algorithm model by evaluating the 
prediction accuracy, sensitivity, and specificity. Ineach model, the 10-fold crossover validation was 
used to compare the results of these 3 models. After testing 10 times, accuracies of Fuzzy C Means 
was 0.9534 (sensitivity 0.98716 and specificity 0.9582), the decision tree model 0.9634 (sensitivity 
0.98615, specificity 0.9305), the neural network model 0.96502 (sensitivity 0.98628, specificity 
0.9473), the genetic algorithm model 0.9878 (sensitivity 1, specificity 0.9802). The accuracy of the 
genetic algorithm was significantly higher than the average predicted accuracy of 0.9612. 
In the future, genetic algorithm can be used in combination with many different modifications such as: 
(1) the use of a different selection method like the steady state selection; (2) the development of 
adaptive genetic algorithm (AGA) for the parameters varying with populations; (3) the modification of 
chromosomal encoding; and (4) the development of exclusive fitness functions for different diseases. 

 

 

 
 

TABLE 3: Relationship between Logistic Regression, Decision Tree and ANN
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