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Abstract 

 
Content based image retrieval (CBIR) deals with retrieval of relevant images from the large image 
database. It works on the features of images extracted. In this paper we are using very innovative 
idea of sectorization of Full Haar Wavelet transformed images for extracting the features into 4, 8, 
12 and 16 sectors. The paper proposes two planes to be sectored i.e. Forward plane (Even 
plane) and backward plane (Odd plane). Similarity measure is also very essential part of CBIR 
which lets one to find the closeness of the query image with the database images. We have used 
two similarity measures namely Euclidean distance (ED) and sum of absolute difference (AD). 
The overall performance of retrieval of the algorithm has been measured by average precision 
and recall cross over point and LIRS, LSRR. The paper compares the performance of the 
methods with respect to type of planes, number of sectors, types of similarity measures and 
values of LIRS and LSRR.     
  
Keywords: CBIR, Haar Wavelet, Euclidian Distance, Sum of Absolute Difference, LIRS, LSRR, 
Precision and Recall. 

 
 

1. INTRODUCTION 
 

Content based image retrieval i.e. CBIR [1-4] is well known technology being used for the 
retrieval of images from the large database. CBIR has been proved to be very much needed 
technology to be researched on due to its applicability in various applications like face 
recognition, finger print recognition, pattern matching [15][17][21], verification /validation of 
images etc. The concept of CBIR can be easily understood by the figure 1 as shown below. Every 
CBIR systems needs to have module to extract features of an image it could be shape, color, 
feature which can be used as unique identity of the image. The features of the query image are 
compared with the features of all images in the large database using various similarity measures. 
These mathematical similarity measuring techniques checks the similarity of features extracted to 
classify the images in the relevant and irrelevant classes. The research in CBIR needs to be done 
to explore two things first is the better method of feature extraction having maximum components 
of uniqueness and faster the accurate mathematical models of similarity measures.  
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FIGURE 1: The CBIR System 
 
There are lots of researches going on in the field of CBIR to generate the better methodologies of 
feature extractions in both spatial domain and frequency domain .Some methodologies like block 
truncation coding[19-21], clustering like vector quantization[18], various transforms: Kekre’s 
Wavelet[5], DCT[16], DST[21][24], FFT[6-9], Walsh[10-11][22-23], Contourlet transform[3], using 
various methodologies like Complex Walsh sectors [12-14][17-23] has already been developed. 
 
In this paper we have introduced a novel concept of Sectorization of Full Haar Wavelet 
transformed color images for feature extraction. Two different similarity measures parameters 
namely sum of absolute difference and Euclidean distance are considered. Average precision, 
Recall, LIRS and LSRR are used for performances study of these approaches. 
 

2.  HAAR WAVELET [5] 
The Haar transform is derived from the Haar matrix. The Haar transform is separable and can be 
expressed in matrix form 

[F] = [H] [f] [H]T 
Where f is an NxN image, H is an NxN Haar transform matrix and F is the resulting NxN 
transformed image. The transformation H contains the Haar basis function hk(t) which are defined 
over the continuous closed interval t Є [0,1]. 
 
The Haar basis functions are When k=0, the Haar function is defined as a constant 
                                                                    hk(t) = 1/√N 
When k>0, the Haar Function is defined as 

 

 
 

3. SECTORIZATION OF TRANSFORMED IMAGES [8-14] 
 
3.1 Haar Plane Formation 
The components of Full Haar transformed image shown in the red bordered area (see Figure 2) 
are considered for feature vector generation. The average value of zeoeth row, column and last 
row and column components are considered only for augmentation purpose. We have used color 
codes to differentiate between the co-efficients plotted on Forward (Even) plane as light red and 
light blue for co-efficients belonging to backward (Odd) plane. The co-efficient with light red 
background i.e. at position (1,1),(2,2);(1,3),(2,4) etc. are taken as X1 and Y1 respectively and 
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plotted on Even plane. The co-efficient with light blue background i.e. at position 
(2,1),(1,2);(2,3),(1,4) etc. are taken as X2 and Y2 respectively and plotted on Odd plane.   
 

 
 

FIGURE 2: Haar component arrangement in an Transformed Image. 
 
Even plane of Full Haar is generated with taking Haar components into consideration as all X(i,j), 
Y(i+1, j+1)  components for even plane and all X(i+1, j), Y(i, j+1) components for odd plane as 
shown in the Figure 3. Henceforth for our convenience we will refer X(i,j) = X1, Y(i+1,j+1) =Y1 
and X(i+1,j) = X2 and Y(i,j+1) = Y2. 

 X(i,j) Y(i,j+1) 

X(i+1,j) Y(i+1,j+1) 

 
FIGURE 3: Snapshot of Components considered for Even/Odd Planes. 

 
As shown in the Figure 3 the Even plane of Full Haar considers X1 i.e. all light red background 
cells  (1,1), (2,2),(1,3),(2,4) etc. on X axis and Y1 i.e. (1,2), (2,1),(1,4),(2,3) etc. on Y axis. The 
Odd plane of Full Haar considers X1 i.e. all light blue background cells  (1,2), (2,1),(1,4),(2,3) etc. 
on X axis and Y1 i.e. (1,2), (2,1),(1,4),(2,3) etc. on Y axis. 
 
3.2   4 Sector Formation 

Even and odd rows/columns of the transformed images are checked for sign changes and 
the based on which four sectors are formed as shown in the Figure 4 below: 
 

Sign of X1/X2  Sign of Y1/Y2 Quadrants 

+ +        I (0 – 900) 
+ -      II ( 90 – 1800) 
- -       III( 180- 2700) 
- +       IV(270–3600) 

FIGURE 4: Computation of 4 Sectors 
 
3.3. 8 Sectors Formation 
The transformed image sectored in 4 sectors is taken into consideration for dividing it into 8 
sectors.  Each sector is of angle 45o.  Coefficients of the transformed image lying in the particular 
sector checked for the sectorization conditions as shown in the Figure 5. 
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FIGURE 5: Computation of 8 Sectors 
  
3.4   12 Sector Formation 
Division each sector of 4 sectors into angle of 30

o
 forms 12 sectors of the transformed image.    

Coefficients of the transformed image are divided into various sectors based on the inequalities  
shown in the Figure 6.  
         

 

FIGURE 6: Computation of 12 Sectors 

3.5  16 Sector Formation 
Similarly we have done the calculation of inequalities to form the 16 sectors of the transformed 
image. The even/odd rows/ columns are assigned to particular sectors for feature vector 
generation 
 

4. RESULTS OF EXPERIMENTS 
We have used the augmented Wang image database [2] The Image database consists of 1055 
images of 12 different classes such as Flower, Sunset, Barbie, Tribal, Cartoon, Elephant, 
Dinosaur, Bus, Scenery, Monuments, Horses, Beach. Class wise distribution of all images in the 
database has been shown in the Figure 7. 
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Class 
      

No. of 
Images  

45 59 51 100 100 
 

100 

Class 
     

 

No. of 
Images  

100 100 100 100 100 
100 

FIGURE 7: Class wise distribution of images in the Image database  

 

 
 

FIGURE8: Query Image 
 
The query image of the class dinosaur has been shown in Figure 8. For this query image the 
result of retrieval of both approaches of Full Haar wavelet transformed image sectorization of 
even and odd planes. The Figure 9 shows First 20 Retrieved Images sectorization of Full Haar 
wavelet Forward (Even) plane (16 Sectors) with sum of absolute difference as similarity measure. 
It can be observed that the retrieval of first 20 images are of relevant class i.e. dinosaur; there are 
no irrelevant images till first 77 retrievals in first case. The result of odd plane sectorization shown 
in Figure 10; the retrieval of first 20 images has 2 irrelevant images and 18 of relevant class.     
 
 

    

    

    

    

    

FIGURE 9: First 20 Retrieved Images sectorization of Full Haar wavelet Forward (Even)  
plane(16 Sectors)  
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FIGURE 10: First 20 Retrieved Images of Full Haar wavelet Backward (odd) plane Sectorization 
(16 Sectors).  

Feature database includes feature vectors of all images in the database. 5 randomly chosen 
query images of each class produced to search the database. The image with exact match gives 
minimum sum of absolute difference and Euclidian distance. To check the effectiveness of the 
work and its performance with respect to retrieval of the images we have calculated the overall 
average precision and recall as given in Equations (2) and (3) below. Two new parameters i.e. 
LIRS and LSRR are introduced as shown in Equations (4) and (5). 

Precision =  

  (3) 

 

 

 



H.B.Kekre & Dhirendra Mishra 

International Journal of Image Processing (IJIP), Volume (5) : Issue (1) : 2011 7 

All these parameters lie between 0-1 hence they can be expressed in terms of percentages. The 
newly introduced parameters give the better performance for higher value of LIRS and Lower 

value of LSRR [8-13]. 

 

FIGURE 11: Class wise Average Precision and Recall cross over points of Forward Plane (Even) 
sectorization of Full Haar Wavelet with sum of Absolute Difference (AD) and Euclidean Distance 

(ED) as similarity measure. 

 

FIGURE 12: Class wise Average Precision and Recall cross over points of Backward Plane 
(Odd) sectorization of Full Haar Wavelet with  Absolute Difference (AD) and Euclidean Distance 

(ED) as similarity measure. 
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FIGURE 13: Comparison of Overall Precision and Recall cross over points of sectorization of Full 
Haar Wavelet with  sum of Absolute Difference (AD) and Euclidean Distance (ED) as similarity 

measure. 

 

FIGURE 14: The LIRS Plot of sectorization of forward plane of Full Haar transformed images . 
Overall Average LIRS performances (Shown with Horizontal lines :0.082 (4 Sectors ED), 0.052 (4 
Sectors AD), 0.071(8 Sectors ED), 0.051(8 Sectors AD), 0.075(12 Sectors ED), 0.069(12 Sectors 

AD), 0.053(16 Sectors ED), 0.053(16 Sectors AD) ). 
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FIGURE 15: The LIRS Plot of sectorization of Backward plane of Full Haar transformed images . 
Overal Average LIRS performances (Shown with Horizontal lines :0.081 (4 Sectors ED), 0.054 (4 
Sectors AD), 0.073(8 Sectors ED), 0.050(8 Sectors AD), 0.064(12 Sectors ED), 0.049(12 Sectors 

AD), 0.056(16 Sectors ED), 0.042(16 Sectors AD) ). 

 

FIGURE 16: The LSRR Plot of sectorization of forward plane of Full Haar transformed images . 
Overall Average LSRR performances (Shown with Horizontal lines :0.77 (4 Sectors ED), 0.71 (4 

Sectors AD), 0.76(8 Sectors ED), 0.71(8 Sectors AD), 0.76(12 Sectors ED), 0.73(12 Sectors AD), 
0.74(16 Sectors ED), 0.71(16 Sectors AD) ). 
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FIGURE 17: The LSRR Plot of sectorization of backward plane of Full Haar transformed images . 
Overall  Average LSRR performances (Shown with Horizontal lines :0.77(4 Sectors ED), 0.729 (4 
Sectors AD), 0.76(8 Sectors ED), 0.725(8 Sectors AD), 0.756(12 Sectors ED), 0.726(12 Sectors 

AD), 0.759(16 Sectors ED), 0.727(16 Sectors AD) ). 

5. CONCLUSION 
The work experimented on 1055 image database of 12 different classes discusses the 
performance of sectorization of Full Haar wavelet transformed color images for image retrieval. 
The work has been performed with both approaches of sectorization of forward (even) plane and 
backward (odd) planes. The performance of the methods proposed checked with respect to 
various sector sizes and similarity measuring approaches namely Euclidian distance and sum of 
absolute difference. We calculated the average precision and recall cross over point of 5 
randomly chosen images of each class and the overall average is the average of these averages. 
The observation is that sectorization of both planes of full Haar wavelet transformed images give 
40% of the overall average retrieval of relevant images as shown in the Figure 13. The class wise 
plot of these average precision and recall cross over points as shown in Figure 11 and Figure 12 
for both approaches depicts that the retrieval performance varies from class to class and from 
method to method. Few classes like sunset, horses flower and dinosaur has performance above 
the average of all methods as shown by horizontal lines.  New parameter LIRS and LSRR gives 
good platform for performance evaluation to judge how early all relevant images is being retrieved 
(LSRR) and it also provides judgement of how many relevant images are being retrieved as part 
of first set of relevant retrieval (LIRS).The value of LIRS must be minimum and LSRR must be 
minimum for the particular class if the overall precision and recall cross over point of that class is 
maximum. This can be clearly seen in Figures 14 to Figure 17. This observation is very clearly 
visible for dinosaur class however the difference of LIRS and LSRR of other classes varies.  The 
sum of absolute difference as similarity measure is recommended due to its lesser complexity 
and better retrieval rate performance compared to Euclidian distance.  
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