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Abstract 

 
Objective full-reference image quality algorithms are often designed considering  the luminance 
component of images. In this work perceived colour distance is employed in a simple and 
functional way in order to improve these full-reference image quality algorithms. The difference 
between colours in the CIELAB colour space is employed as perceived colour distance. This 
quantity is used to process images that are to be feed to full-reference image quality algorithms. 
This image processing stage consists of identifying the image regions or pixels that are expected 
to be perceived identically by a human observer in both the reference image and the image 
having its quality evaluated. In order to verify the validity of the proposal, objective scores are 
compared with subjective ones for public available image databases. Despite being a very simple 
strategy, the proposed approach was effective to improve the agreement between subjective and 
the SSIM (Structural Similarity Index Metric) objective score.   
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1. INTRODUCTION 
Great part of image quality evaluation metrics has been proposed to evaluate achromatic images. 
This has occurred mainly due to the fact that the spatial resolution of the HVS (Human Visual 
System) is better for the achromatic (L) channel than for color channels [1]. However, the majority of 
image applications deal with colorful and not achromatic images. As image capture devices and 
displays are climbing to a new level (higher luminance, higher contrast ratio, and wider color gamut 
[2]), the role of color in the ambit of image quality and rendering is growing [2].  
 
The most reliable way of assessing image quality is by means of subjective evaluation, since 
human observers are the ultimate receivers in most applications [1]. The Mean Opinion Score 
(MOS) is a reliable and widely used method for subjective quality evaluation obtained from a 
number of observers [1]. However, for most applications, this method is inconvenient, as it cannot 
be used in real-time. Due to that, image quality evaluation metrics have been developed. There are 
different kinds of objective image quality metrics, in this work one considers full-reference metrics, 
for which both the distorted image (the one to be evaluated) and the original one (reference image) 
must be available. 
 
Visual image systems work defining color in three dimensional spaces like the RGB, YCbCr, Lab, 
etc, [3]. While objective metrics are often defined and optimized for the luminance component, there 
are some previous work that have combined quality scores in the three different color channels of 
an image for providing one score that is more closely related to subjective ones [4]. 
A different approach is followed. One focuses on improving the objective evaluation of color images 
that is provided by traditional full-reference objective metrics that were developed considering just 
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image luminance. The main idea is to process the image to be evaluated before it is actually fed to 
the objective evaluation system, aiming at obtaining an objective score that is more close to the 
subjective one. 
 
The improvement is achieved, by using the concept of Just Noticeable Difference (JND) between 
colors [3]. The JND concept comes from the definition of the CIELAB color space [3] which is 
defined with a perceptually uniform measure for color differences in mind [3]. This color space was 
established by the CIE (Commission internationale de l'éclairage) based on MacAdam’s Ellipses 
theory [5]. The area inside each ellipse (defined in the XYZ chromaticity diagram) includes all colors 
that are visually identical to the color in the ellipse’s center. The ellipses radii are known as just 
noticeable differences (JND) and were translated into the CIELAB color space such that the 
Euclidean distance between color coordinates provides an approximation to the perceived 
difference between colors [3].  
 
The colour differences in the CIELAB colour space are employed to compare and process distorted 
images with original ones before actually feeding the images as input in full-reference objective 
metric algorithms. The proposed approach is evaluated for the Structural Similarity Index Metric 
(SSIM) [6], a full-reference (FR) image quality metric. 
 

2. COLOUR DIFFERENCES ANALYSIS AS PREPROCESING FOR IMAGE QUALITY 
EVALUATION 

 
2.1 CIELAB Color Space 
Each one of the three coordinates of the CIELAB color space – L*, a* and b* – represent, 
respectively the color luminance, the position between red/magenta and green and the position 
between yellow and blue. To calculate the L*a*b* coordinates from the RGB color space one 
applies [7]: 
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In (2) Xn, Yn, Zn, are the CIE XYZ tristimulus values of the white reference and X,Y,Z are related to 
the RGB color space through the following equation [7]: 
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2.2 Color Difference 
The color difference between correspondent pixels in the reference and the distorted images can be 
defined in the L*a*b* space as [3,5] 
 

( ) ( ) ( )222
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where (L*1,a*1,b*1) and  (L*2,a*2,b*2) are two different colors in the CIELAB color space. L*, a* and 
b* are the three coordinates of the space and represent, respectively, the color luminance, the 
position between red/magenta and green, and the position between yellow and blue.  
 
Once one computes these differences between all the pixels in the reference and distorted images 
one generates a map of differences. In this work it is proposed to use the map of differences to 
identify the regions where the difference in color is perceptually indistinguishable by human vision, 
that is, pixels for which their ∆E are below the JND (Just Noticeable Difference).  
 
This map is used to replace the regions in the distorted image that are indistinguishable with 
respect to the original one by correspondent regions in the original one. This way, a modified, i.e. 
processed, distorted image is obtained, which is to be fed to the objective metric. The motivation is 
that if the color difference in a region cannot be perceived, then for the human eye in this region the 
distorted image is indistinguishable from the reference image and shall not impact the objective 
metric. 
 
2.3 Applying the Color Difference 
Once one identifies the regions where the color difference between the original image and the 
distorted image are below a given threshold value, the pixels of the distorted image are substituted 
by the ones in the original image. Define the color of pixel i in the original image as (L*o,i, a*o,i, b*o,i) 
and in the distorted image as (L*d,i, a*d,i , b*d,i). Then, for a given pixel i  
 

   If   ∆Ei < threshold  then   (L*d,i, a*d,i , b*d,i) ← (L*o,i, a*o,i, b*o,i).                   (5) 

 
This process is illustrated in Figure 1. After this color-space processing stage, the full-reference 
objective metric is computed considering the original and the modified distorted image.  

 

Similar ideas for quality assessment of colour images or videos exist in the literature. In [8] the 
inclusion of psycho visual models after processing and transforming the images is employed. In [9] 
some effects of the human visual system are applied independently on the reference and distorted 
image previous to image comparisons. In [4] quality scores for the different colour channels of an 
image are combined into a single score. Our work is much simpler and differs from these as it tries 
to include the influence of color on image quality in the pixel domain. It is not intended as an image-
quality metric but it aims at improving the results obtained with other metrics. 
 

3. EXPERIMENTS 
One aims at evaluating if the application of the JND concept (if considering that the difference in 
colors is not noticeable, as the processing stage described in the previous section) is able to 
improve the similarity between objective and subjective scores for the distorted images. For that 
purpose it is investigated if the objectives scores obtained for the processed images have a larger 
correlation with and a smaller difference to the subjective scores than the ones obtained for the 
original distorted images, i.e., without the proposed processing stage. This strategy follows the 
recommendations for the evaluation of objective quality metrics [10]. 
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FIGURE 1 – Image processing for improving its quality analysis by full-reference image-quality 
metrics. 

 
3.1 Materials Employed 
As exposed above, in order to evaluate an objective quality metric, a subjective database is 
welcomed. In subjective image quality databases, distorted images are presented to human 
subjects that grade the quality of the images accordingly to some prescribed criteria. For the 
results presented here, two databases were used: the LIVE subjective database [11] containing 
808 images (29 reference images and 779 distorted images) and the correspondent DMOS 
(Difference Mean Opinion Score), and IVC database [12] containing 120 distorted images from 10 
reference images and their MOS. 
  
3.2 Objective Metric 
To evaluate the proposed image processing stage it is employed as objective metric the SSIM [6]. 
The SSIM is designed assuming that people evaluate impairments between images by perceiving 
their structural information such as mean, variance, and covariance of intensity values in regions of 
the reference and the distorted images. As it is depicted in Figure 1, in the proposed approach, the 
calculation of SSIM considers the channel L* (luminance in the L*a*b* space).  As the JND does 
not assume an exact value for all applications and viewing conditions [13], experiments were held 
in a set of threshold values ranging from 0 (meaning results without using the proposed 
approach) to 7 in steps of 0.2. 
 
3.3 Methodology Employed for Evaluation of the Results 
The problem one must deal now is how to compare the results obtained by two different objective 
metrics. Since visual human system inspired metrics as the SSIM try to mimic the subjective 
evaluation, one should evaluate how close the objective scores with respect to subjective one 
are. For that purpose, two “metrics of similarity” between the objective and subjective scores were 
employed. The Pearson Correlation between objective and subjective scores and the RMSE 
(Root Mean Squared Error) between the same are calculated to evaluate the performance of the 
proposal. A nonlinear mapping of the subjective scores to the objective notes is made prior to 
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these calculations, following the methodology used by the VQEG (Video Quality Experts Group) 
[10].  
  
The Pearson correlation is given by 
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Where, nsubj  and nobj  are respectively the subjective and objective scores of a given image n 

in a set of N images and subj and obj are the mean of the subjective and objective scores for 

the N images. The Pearson correlation is commonly used to evaluate how close the objective 
metric is to the subjective score [10].  
 
The RMSE is computed using  
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The RMSE analyzes the precision of the objective metric. While the correlation can be employed 
to compare the behavior of one metric with respect to the other, one employs the RMSE to 
evaluate how far the results provided by the objective metric are to the image quality scores 
obtained in subjective tests.   
 

4. RESULTS 
The correlation and RMSE between SSIM and the subjective scores for different thresholds used 
in the colors comparisons for both LIVE and IVC databases are shown respectively in Figures 2 
and 3 in black continuous line. The upper graphs in those figures show the correlation between 
the objective and subjective qualities indexes for threshold values ranging between 0 and 7.  The 
graphs in the bottom present the RMSE between these scores. Note that a threshold equal to 
zero actually represents that the proposed image processing approach is not used prior to 
objective quality evaluation. In order to evaluate the consistence of the proposed approach, the 
databases were divided into subsets of images. These subsets divide the IVC database into four 
groups and the LIVE database into five groups in a random manner. This was applied three 
times, so that 12 subsets for IVC database and 15 subsets for LIVE database were defined. For 
these subsets correlation and RMSE were also calculated (using equations (6) and (7), 
respectively) and are shown in Figure 2 and 3 in dashed blue lines.  
 
One shall highlight the shapes of the curves, which follow a consistent pattern, showing hills in 
the correlation graphs and valleys in the RMSE graphs for intermediate threshold values.  
Although these ranges are different for the two databases, this difference is expected due to the 
different conditions in which the subjective scores were obtained, the observed patterns attest the 
effectiveness of the proposed approach for improving color image objective evaluation. 
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FIGURE 2 – Results of objective image quality obtained with the proposed approach for LIVE 
Database. 

  

FIGURE 3 – Results of objective image quality obtained with the proposed approach for IVC 
Database. 

 
Table 1 shows a synthesis of the results obtained. In Table 1, are presented the improvements 
obtained using the proposed approach with respect to not using it. It shall be highlighted that the 
improvements in the SSIM for the LIVE database are smaller than the ones obtained for the IVC. 
However, SSIM and LIVE are both originated from the same research group and the constants 
used in the SSIM were tuned using the LIVE database. However, one should observe that 
regardless the database, and regardless if one considers the whole database or a subset of it, 
one observes that adjusting the value of the threshold considered to compare color differences 
affords a gain in the correlation between SSIM and the subjective metric. In addition, the RMSE is 
minimized at the same threshold value.   
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IVC  

Threshold 0 2,8 

Correlation 0,82 0,88 

Improvement regarding JND=0 - 7,22% 

LIVE  

Threshold 0 1,2 

Correlation 0,86 0,87 

Improvement regarding JND=0 - 0,60% 

 
TABLE 1: Comparison between correlations using JND for SSIM.  

 

5. CONCLUSION 
In this work, we used the difference between colors computed in the CIELAB color space in the 
context of objective image quality evaluation. It was proposed to use this difference for identifying 
the regions where both the original and distorted images are indistinguishable. Once this is done, 
we substitute these regions in the distorted images by the correspondent ones in the original one 
before feeding the images to a full-reference metric algorithm. The proposed method is simple, 
and only requires some additional preprocessing before the image pair (original and distorted) is 
sent to the calculation of the objective metric. Experiments using different subjective image 
quality public available databases have demonstrated that this approach improves the results for 
the SSIM full-reference image quality evaluation metric.  
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