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Abstract 
 

With the development of multimedia and growing database there is huge demand of video retrieval 
systems. Due to this, there is a shift from text based retrieval systems to content based retrieval 
systems. Selection of extracted features play an important role in content based video retrieval. Good 
features selection also allows the time and space costs of the retrieval process to be reduced. 
Different methods[1,2,3] have been proposed to develop video retrievals systems to achieve better 
performance in terms of accuracy. 
  
The proposed technique uses transforms to extract the features. The used transforms are Discrete 
Cosine, Walsh, Haar, Kekre, Discrete Sine, Slant and Discrete Hartley transforms. The benefit of 
energy compaction of transforms in higher coefficients is taken to reduce the feature vector size by 
taking fractional coefficients[5] of transformed frames of video. Smaller feature vector size results in 
less time for comparison of feature vectors resulting in faster retrieval of images. The feature vectors 
are extracted and coefficients sets are considered as feature vectors (100%, 6.25%, 3.125%, 
1.5625%, 0.7813%, 0.39%, 0.195%, 0.097%, 0.048%, 0.024%, 0.012%, 0.006% and 0.003% of 
complete transformed coefficients). The database consists of 500 videos spread across 10 
categories. 
 
Keywords: Key Frame, Feature Extraction, Similarity Measures, Orthogonal Transforms. 

 

1. INTRODUCTION 
The amount of video content being uploaded to the internet is increasing day by day. Hence, 
extracting specific videos from the massive amount of multimedia data has been the focus of attention 
over the past few years. The traditional text-based search has drawbacks like manual annotations are 
time consuming and costly to implement [1]. With the increase in the number of media in a database, 
the complexities in determining the required information also increases. 
 
1.1 Content Based Video Retrieval (CBVR) 
Content-Based Video Retrieval System (CBVR) is defined as the search which will retrieve video from 
database based on contents. Content relates to color, shapes, textures, or any other information that 
can be obtained from the video directly. 
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CBVR mainly contains three stages. Firstly key frames are extracted from video. Key-frames are still 
images extracted from original video data that best represent the content of video [9].  Secondly, 
feature extraction (FE) is done, where a set of features, called feature vector, is generated to 
accurately represent the content of each video in the database. After this, similarity measurement is 
the done where a distance between the query video and each video in the database using their 
feature vectors is used to retrieve the “closest” videos. Features such as Motion features [2,3], Color 
features and edge using histograms [2] and DCT transforms[3]. Video Retrieval Based on Textual 
Queries [10] presented an approach that enables search based on the textual information present in 
the video. Regions of textual information are indented within the frames of the video. 
 
Here transforms are used to extract features as they give high energy compaction in transformed 
domain, hence frames from video in transformed domain are used for feature extraction in CBVR. The 
energy compaction is in few elements, so large number of the coefficients of transformed image can 
be neglected to reduce the size of feature vector [4]. 
 
In this paper, Discrete Cosine, Walsh, Haar, Kekre, Discrete Sine, Slant and Discrete Hartley 
transforms are used with reduced size feature vector using fractional coefficients of transformed 
frames. Mean Squared Error(MSE) is used as similarity measure as shown in equation(1.1)        
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2. ORTHOGONAL TRANSFORMS 
2.1 DCT(Discrete Cosine Transform) [6] 

The NxN cosine transform matrix C={c(k,n)},also called the Discrete Cosine Transform(DCT),is 

defined as 
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The one-dimensional DCT of a sequence {u(n),0 n N-1} is defined as 
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The inverse transformation is given by 
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2.2  DST(Discrete Sine Transform) 

The NxN sine transform matrix )},({ nkΨ=ψ , also called the Discrete Sine Transform(DST), is 

defined as 
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 The sine transform pair of one-dimensional sequences is defined as 
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The inverse transformation is given by  
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2.3 Haar Transform 
The Haar wavelet's mother wavelet function ϕ (t) can be described as:
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  And its scaling function )(tϕ  can be described as,
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2.4 Walsh Transform 
Walsh transform matrix is defined as a set of N rows, denoted W j, for j = 0, 1, ...., N - 1, which have 
the following properties: 

• Wj takes on the values +1 and -1. 

• Wj[0] = 1 for all j.  

• Wj xWKT =0, for j ≠ k and Wj xWKT  Wj has exactly j zero crossings, for j = 0,1....N-1.  

• Each row Wj is even or odd with respect to its midpoint.  

 
Walsh transform matrix is defined using a Hadamard matrix of order N. The Walsh transform matrix 
row is the row of the Hadamard matrix specified by the Walsh code index, which must be an integer in 
the range [0... N-1]. For the Walsh code index equal to an integer j, the respective Hadamard output 
code has exactly j zero crossings, for j = 0, 1... N - 1. 
 
2.5 Kekre Transform 
Kekre Transform matrix can be of any size NxN, which need not have to be in powers of 2. All upper 
diagonal and diagonal values of Kekre’s transform matrix are one, while the lower diagonal part 
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except the values just below diagonal is zero. Generalized NxN  Kekre Transform matrix can be given 
as 

KNxN  = 
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The formula for generating the term Kxy of Kekre Transform matrix is                                                       
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2.6 Hartley Transform [7] 
The Discrete Cosine Transform(DCT) utilizes cosine basis functions, while Discrete Sine 
Transform(DST) uses sine basis function. The Hartley transform utilizes both sine and cosine basis 
functions. The discrete 2-dimensional Hartley Transform is defined as, 
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Inverse discrete 2-dimensional Hartley Transform is, 
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  where, θθθ sincos +=Cas  

      

2.7 Slant Transform [8] 
The Slant transform is a member of the orthogonal transforms. It has a constant function for the first 
row, and has a second row which is a linear (slant) function of the column index. The matrices are 
formed by an iterative construction that exhibits the matrices as products of sparse matrices, which in 
turn leads to a fast transform algorithm. 
 
The Slant transform matrix of order two is given by 
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The matrix I(n/2)-2 is the identity matrix of dimension (N/2)-2. The constants aN, bN may be computed by 

the formula     
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3. FRACTIONAL ENERGY 
3.1  Feature Vector Database ‘Fractional T-RGB’ [4,5]

 

               



Dr. H.B. Kekre, Dr. Sudeep D. Thepade & Saurabh Gupta 

 

 

International Journal of Image Processing (IJIP), Volume (7) : Issue (3) : 2013                                                        242 

              

 
FIGURE 1: Proposed CBVR Techniques using fractional Coefficients of Transformed Frames. 

 
The fractional coefficients of transformed frame as shown in Figure 1, are considered to form 
‘fractional T’ feature vector databases. Here first 50% of coefficients from upper triangular part of 
feature vector ‘T’ are considered to prepare the feature vector database ‘50%’ for every frame. Thus 
DCT, Walsh, Haar, Kekre, DST, Slant, DHT feature databases are used to obtain new feature vector 
databases as 50%-DCT, 50%-Walsh, 50%-Haar, 50%-Kekre, 50%-DST, 50%-Slant, 50%-DHT 
respectively. Then for each frame in the database, fractional feature vector set for DCT, Walsh, Haar, 
Kekre, DST, Slant, DHT using 25%, 12.5%, 6.25%, 3.125%, 1.5625% ,0.7813%, 0.39%, 0.195%, 
0.097%, 0.048%, 0.024%, 0.012%, 0.006% and 0.003% of total coefficients are formed. 

 

4. PROPOSED CBVR TECHNIQUES 
4.1  Extraction of Key Frames 

A Video is read from database. Then, every 10th frame of each video is stored in database as a key 
frame in RGB color space. Up to 100th frame of every video is stored in the database. 
 
4.2 Feature Extraction for feature vector ‘Fractional T-RGB’ 
Here the feature vector space of the frame of size NxNx3 has NxNx3 number of elements. This is 
obtained using following steps of T-RGB: 
 

i. Read Videos from Database. 
ii. Read every 10

th
 frame of Videos up to 100

th
 frames. 

iii. Separate Red, Green and Blue planes of the color frame. 
iv. Apply the Transform ‘T’[4] on individual color planes of frame. 
v. Combine Red, Green and Blue planes of the color frame. 
vi. Extract features of color planes of frames. 
vii. Concatenate feature of frames of Video. 
viii. The result is stored as the complete feature vector ‘T-RGB’ for the respective video. 

      
4.3 Query Execution 
Query Execution is done as follows: 

i. Read Query Videos from Database. 
ii. Read NxNx3 every 10

th
 frame of Query Videos up to 100

th
 frames. 

iii. Separate Red, Green and Blue planes of the color frame. 
iv. Apply the Transform ‘T’[4] on individual color planes of frame. 
v. Combine Red, Green and Blue planes of the color frame. 
vi. Extract features of color planes of frames. 
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vii. Concatenate feature of frames of Query Video. 
viii. This feature set is compared with other feature sets in feature database using Mean Squared 

Distance as similarity measure. 

 
5. IMPLEMENTATION 
Database contains 50 videos of each category Mountains, Elephant, Desert, Zoozoo, Ocean, 
Firework, Dance, Lecture, Obama and Lawn Tennis. Hence, total of 500 videos are stored in the 
database. Precision and recall are used as statistical comparison parameters[4,5] for the proposed 
CBVR technique. The standard definitions of these two measures are given by following equations. 
 

                              
retrievedvideosofnumberTotal

retrievedvideosrelevantofNumber
ecision

____

____
Pr =  

                      
databaseinvideosrelevantofnumberTotal

retrievedvideosrelevantofNumber
call

______

____
Re =

 

 

6. RESULT AND DISCUSSION 
The performance of each proposed CBVR technique is tested by firing 500 queries per technique on 
the database of 500 videos. Average Mean Square Error distance is used as similarity measure. The 
average precision and average recall are computed by grouping the number of retrieved videos 
sorted according to ascending average Mean Square Error distances with the query video. In all 
transforms, the average precision and average recall values for CBVR using fractional coefficients are 
higher than CBVR using full set of coefficients. 
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FIGURE 2: Performance Comparison Using Fractional Coefficients across Transforms. 

 
Figure 2 shows performance comparison using Fractional Coefficients across Transforms. As shown 
in figure 2, Haar transform performs better than all discussed transforms till 0.024% of coefficients. 
Walsh transform performs second best compared to all discussed transforms till 0.024% of 
coefficients. DCT Transform performs best result when 0.012% coefficient is considered. But, Hartley 
Transform performs best result when 0.006% and 0.003% coefficient is considered. 
 
In all, Haar Transform gives highest average precision and average recall showing it outperforms all 
transforms.  
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FIGURE 3: Performance Comparison of Transforms w.r.t Percentage of Coefficient Taken into Consideration. 

 
As shown in Figure 3, when 0.048% coefficient is taken in consideration DCT, DST, Haar and Walsh 
transforms gives best performance as compared to all percentage coefficients taken. DCT, DST, Haar 
and Walsh transforms shows continuous increase in performance from 100% to 0.048%. 
Performance of Hartley and Slant does not show much variation with reduction of number of 
coefficients. 

 
7. COMPARATIVE ANALYSIS 
The following are the comparative analysis of the proposed method with other researches: 
 

• In the current trend, every first frame of the shot of a video is taken as a key frame. To compute 
first frame of every shot of a video, firstly a video is divided into shots. This is done by taking the 
difference between every two consecutive frames. Whenever the difference is large then, those 
consecutive frames are kept in separate shot. When a video is divided into shots then, every first 
frame of the shot is taken as a key frame. This leads to increase in time complexity.  
 
This is avoided in the proposed method by taking every 10

th
 frame of a video and hence reducing 

the time complexity. 
 

• In other researches, feature vector is formed by extracting Textures, comparing blocks of frames to 
get motion feature, color histograms to get color features, which increases computational 
complexity because size of the feature vector is large.  
 

• In the proposed method, feature vector is formed by taking frames in Transformed domain with 
variable sizes of coefficients and hence reducing computational and as well time complexity by 
reducing feature vector size.  
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• In others researches, only 5 videos are taken into consideration and with only 1 category of video, 
whereas in the proposed method, results are displayed using 500 videos with 10 different 
categories. 
 

• In the proposed method, the highest crossover point of average precision and recall is 0.5702 
using Haar Transform when 0.048% coefficient is taken into consideration. This means that 
accuracy is 57.02% with reduction in time complexity by 2048 times compared to full feature set. 

 
8. CONCLUSION 
In the information age where the size of video databases is growing exponentially, more precise 
retrieval techniques are needed, for finding relatively similar videos. Computational complexity and 
retrieval efficiency are the key objectives in the video retrieval system. 
 
Average Precision and Recall Crossover points is taken as performance index since its values varies 
between 0 and 1. When precision and recall is 1, then all the videos, similar to the query video are 
fetched from the database. But, when precision and recall is 0, then none of the videos which are 
similar to the query video are fetched from the database. 
 
Here, the performance of video retrieval is improved using fractional coefficients of transformed 
frames of video at reduced computational complexity. In all transforms (DCT, DST, Haar, Hartley, 
Kekre, Slant and Walsh), the average precision and average recall values for CBVR using fractional 
coefficients are higher than using full set of coefficients. Hence, the feature vector size for video 
retrieval could be greatly reduced, which ultimately will result in faster query execution in CBVR with 
better performance.  
Haar Transform performs best compared to all other transforms that is DCT, DST, Haar, Kekre, Slant 
and Walsh. Crossover points of Precision and Recall of Kekre reduces as size of coefficients reduces. 
Hartley and Slant does not show any variation as size of coefficients decreases whereas for other 
transforms increases due to energy compaction. When 0.048% coefficient is taken then DCT, DST, 
Haar and Walsh transforms give best performance as compared to all percentage coefficients. 
 
In future, wavelets generated from these transforms can be implemented and compare results with 
the transforms. 
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