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Abstract 

 
A wireless sensor network is composed of hundreds or thousands of nodes that are densely 
deployed in a large geographical area. And these sensor nodes are small, wireless and battery 
powered. Routing is often a challenge and difficult problem because various factors like limited 
energy of sensor nodes, unreliable communication channels i.e. harsh environment, battery 
depletion etc are to be considered. There are various routing protocols that can be broken down 
based on some techniques. According to network structure it can be classified as flat, hierarchical 
or location based. In this paper, we propose an energy efficient and reliable routing protocol 
(EERR), which uses hierarchical clustering and to develop it we introduce a set of cluster heads 
and headset in which two phases namely election phase and data transfer phase are considered. 
During the election phase a head-set consisting of several nodes is selected and in the data 
transfer phase the headset member receives data from the neighboring nodes and transmits the 
aggregated results to the distant base station, which is done on a rotation basis. The results show 
that the energy consumption can be decreased and the lifetime of the network is also increased. 

 
Keywords: Energy Efficiency, Reliable Routing, Network Lifetime, NS-2, Wireless Sensor 
Networks  

 
 
1. INTRODUCTION 

Wireless Sensor Networks typically consists of a large number of sensor nodes distributed over a 
certain region [1]. These sensor nodes are characterized by their low power, small size and 
cheap price. They actually transform the data into electric signals, which are then processed to 
reveal some of the characteristics about the phenomena located in the area around the sensors. 
The unique nature of the sensor networks is the cooperative effort of sensor nodes. The 
applications of WSNs are quite numerous. Some of the application areas are health, military, and 
home.   
 

2. RELATED WORKS 
Heinemann W.B et al., [2] proposed that a hierarchical clustering algorithm for sensor networks, 

called Low Energy Adaptive Clustering Hierarchy (LEACH). LEACH uses localized coordination 

to enable scalability and robustness for dynamic networks, and incorporates data fusion into the 

routing protocol to reduce the amount of information that must be transmitted to the base station. 

The simulation results of the paper shows that LEACH can achieve as much as a factor of 8 

reductions in energy dissipation compared with conventional routing protocols. Quanhong Wang 

et,al [3,[4],]In this paper various clustering schemes based on a comprehensive classification has 

been compared and analyzed. A bi-dimensional Markov chain model for analyzing a class of 
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distributed, dynamic, and randomized (DDR) clustering schemes has been proposed. With this 

model extensive evaluation of stochastic properties of a representative DDR clustering scheme – 

Low Energy Adaptive Clustering Hierarchy (LEACH), in terms of the distribution of cluster 

number, the mean, the standard deviation and coefficient of variation of number of clusters has 

been presented. The results indicate that the number of clusters generated in LEACH-like DDR 

schemes is a random variable, which cannot concentrate with in a narrow range of the optimal 

value. This variability in the number of clusters adversely affects the system lifetime.  

 

Intanagonwiwat C et. al [5]  proposed, the directed diffusion protocol The main idea of the 

directed diffusion protocol is to combine the data coming from different sources enroute by 

eliminating redundancy, minimizing the number of transmissions; thus saving network energy and 

prolonging its lifetime. However, directed diffusion may not be applied to applications such as 

environmental monitoring that require continuous data delivery to the BS. This is because the 

query-driven on demand data model may not help in this regard. Moreover, matching data to 

queries might require some extra overhead at the sensor nodes. 

 

Lindsey S. et al., [6],[7] an enhancement over LEACH protocol was proposed. The protocol, 

called Power-Efficient Gathering in Sensor Information Systems (PEGASIS), is a near optimal 

chain-based protocol. The main idea in PEGASIS is for each node to receive from and transmit to 

close neighbors and take turns being the leader for transmission to the BS. This approach will 

distribute the energy load evenly among the sensor nodes in the network PEGASIS assumes that 

all sensor nodes have the same level of energy and they are likely to die at the same time. Note 

also that PEGASIS introduces excessive delay for distant node on the chain. 

 

Authors [8],[9] proposed the threshold sensitive energy efficient protocol. These protocols were 

proposed for time-critical applications. The main drawbacks of the two approaches are the 

overhead and complexity associated with forming clusters at multiple levels, the method of 

implementing threshold-based functions, and how to deal with attribute-based naming of queries. 

The “Zone Based routing” [10],[11] is a hierarchical approach to routing in sensor networks which 

groups nodes into geographic zones to control routing. It uses energy estimation based on data 

transmission direction. This implementation was not chosen because geographic networks were 

not being simulated 

 

Peter Kok Keong Lohet al [17] proposed a viable routing protocol, EAR, for data aggregation in 

fixed-power WSNs. They proposed network setup; nodes relay all data packets to the hub. In 

networks with a single, centrally-located hub, neighbouring nodes to the hub route more packets 

than other nodes. These nodes will drain their energy-reserve at a much faster rate. One possible 

solution to this problem could be to adopt a clustering approach wherein cluster node members 

route only to the cluster heads and cluster heads may be implemented with variable-powered 

motes. 

 

S. D. Muruganathan et.al [13] proposed the Base-Station Controlled Dynamic Clustering protocol 

for WSN. In this protocol they divide the network into equally sized clusters. BS makes all the 

high energy consumption decisions like cluster head selection and route calculation etc, which is 

assumed to have enough computational power and resources. During the set up phase each 

node sends the value of its current remaining energy to the base station. The base station will 

determine the nodes that have more than average remaining energy.  Out of these nodes a 
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specified number of nodes become CHs. The high burden of being CH is distributed by repeating 

this process. 

 

A.  Abbasi et al[14] proposed an energy efficient  hierarchical or cluster based  routing in  sensor 

networks  for different scenarios and various applications. However, most protocols  in  the  

previous  literatures  have  not  been  considering  event  driven WSNs  and, their  focus  is on 

continuous networks. Therefore in this work they focus on energy efficient clustering algorithm for 

event-driven wireless sensor network.  In  order  to  extend  the lifetime  of  the whole  sensor  

network,  energy  load must  be  evenly  distributed  among  all sensor nodes so  that  the energy 

at a single sensor node or a small set of sensor nodes will be drained out very soon. 

 

Some authors proposed [15][16] a  good  solution  to reduce energy dissipation using cluster 

head selection algorithm based on sensors’ residual energy.  But,  in many  algorithm,  each  

node  sends  information  about  its  current  location  and energy  level  to  the BS. The BS 

needs  to  ensure  that  the  energy  load  is  evenly distributed among the all the nodes Another 

approach is the BS selects cluster head nodes depending on the number of clusters alive in the 

network .  But the, LEACH protocol does not guarantee the number of cluster head nodes and 

their distribution because the cluster head nodes are selected stochastically by the value of 

probability. The different cluster numbers in WSNs will make the node numbers in every cluster 

different and uneven cluster numbers dissipate uneven energy in each round. 

 

Mhatre,  et al. proposed a clustering algorithm CODA [12],[18] in order to ease the imbalance of 

energy depletion caused by different distances from the sink. CODA divides the entire network  

into a few groups based on node’s distance to the base station and the routing strategy, each 

group has its own number of clusters and member nodes. CODA differentiates the number of 

clusters in terms of the distance to the base station. The farther the distance to the base station, 

the more clusters are formed in case of single hop with clustering. It shows better performance in 

terms of the network lifetime and the dissipated more energy than those protocols that apply the 

same probability to the whole network. However, the work of CODA relies on global information of 

node position, and thus it is not scalable. 

 
3 PROPOSED ROUTING PROTOCOL (EERR) 
The proposed routing protocol that has been designed uses a headset instead of a cluster head, 

which reduces the energy consumption and increase the lifetime of the network.  

 

3.1Proposed Routing Model 

The Energy Efficient Reliable Routing (EERR) protocol is an extension of LEACH where the 

cluster head is being replaced by a headset. The headset consists of several nodes and each 

node will be acting as a cluster head for a particular interval of time. The operation of the 

proposed routing protocol can be explained using the Figure1. There are mainly two phases 

namely Election Phase and Date Transfer Phase. 
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FIGURE 1: Stages in a cluster for a Wireless Sensor Network 

 
3.1.1 Election Phase 
In the election Phase, at the beginning the cluster heads is selected on a random basis for a 
predetermined number of clusters. Once the nodes have been selected as cluster heads the 
cluster head nodes must let all the other nodes in the network know that they have chosen this 
role for the current round. To do this each cluster head node broadcasts an advertisement 
message using a non-persistent carrier sense multiple access CSMA MAC protocol. This 
message is a small message containing the node’s ID and a header that distinguishes this 
message as an announcement message. However this message must be broadcast to reach all 
the nodes in the network. Each non-cluster head node determines to which cluster it belongs by 
choosing the cluster head that requires the minimum communication energy based on the 
received signal strength of the advertisement from each cluster head.  
 
Assuming symmetric propagation channels for pure signal strength the cluster head 
advertisement heard with the largest signal strength is the cluster head to which the minimum 
amount of transmitted energy is needed for communication. However if there is some obstacle 
impeding the communication between two physically close nodes for example a building, a tree 
etc such that communication with another cluster head located further away is easier, the sensor 
will choose the cluster head that is spatially farther away but closer in a communication sense. In 
the case of ties a random cluster head is chosen. After each node has decided to which cluster it 
belongs it must inform the cluster head node that it will be a member of the cluster. Each node 
transmits a join request message Join_REQ back to the chosen cluster head using a non-
persistent CSMA MAC protocol as an acknowledgement. This message is again a short message 
consisting of the node’s ID, the cluster head’s ID, and a header.  
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Based on the acknowledgements received the cluster head will choose its associates to form a 
headset. So the headset constitutes the cluster head and its associates. The headset will act as 
local control centers to coordinate the data transmissions in their cluster. For each iteration a 
particular headset is chosen for transmitting the information to the base station. During each 
period of iteration one of the headset members will be acting as a cluster head for a particular 
interval of time. So the headset members will be transmitting the information to the base station 
on a uniform rotation basis.  
 
The headset sets up a TDMA schedule and transmits this schedule to the nodes in the cluster. 
This ensures that there are no collisions among data messages and also allows the radio 
components of each non-cluster head node to be turned off at all times except during their 
transmit time thus minimizing the energy dissipated by the individual sensors. After the TDMA 
schedule is known by all nodes in the cluster, the election phase is complete and the steady state 
operation data transmission can begin. 
 
3.1.2 Data Transfer Phase 
In the data transfer phase all the non-cluster head nodes will collect the information and transmits 
it to the headset, which in turn sends the information to the base station. Each member of the 
headset will be acting as a cluster head during a particular period. The steady state operation is 
broken into frames where nodes send their data to the cluster head at most once per frame 
during their allocated transmission slot. The cluster head must keep its receiver on to receive all 
the data from the nodes in the cluster. Once the cluster head receives all the data, it can operate 
on the data, performing data aggregation and then the resultant data are sent from the cluster 
head to the base station. Since the base station may be far away and the data messages are 
large this is a high-energy transmission.  
 
So the member that becomes the cluster head will keep its radio on so as to receive the 
information frames from the non-cluster head nodes and the associates will go to the sleep state. 
After a particular interval of time the next associate of the headset becomes the cluster head. 
This continues on a uniform rotation basis until all the headset members have become cluster 
heads. For each period one of the headset member acts as a cluster head. So at the end iteration 
all the headset members should have become cluster heads for once. For the next iteration the 
next headset is chosen and at the end of a round all the nodes would have become a cluster 
head once. So for the next new round all the nodes are considered as normal nodes and the 
process continues as discussed earlier. 
 
3.2 Quantitative Analysis 
The Radio energy model that is being used in our analysis is shown in Figure 2. A simple model 
is assumed where the transmitter dissipates energy to run the radio electronics and the power 
amplifier and the receiver dissipates energy to run the radio electronics.  

 
FIGURE 2: Radio Energy Dissipation Model 

 
3.2.1 Simulation Setup 
In this paper the simulation setup has 100-nodes network where nodes were randomly distributed 
between (x=0, y=0) and (x=100, y=100) with the Base Station at location (x=50, y=50). Each data 
message is 500 bytes long. The power attenuation is dependent on the distance between the 
transmitter and receiver. For relatively short distances, the propagation loss can be modeled as 
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inversely proportional to d
2
, whereas for longer distances, the propagation loss can be modeled 

as inversely proportional to d
4
. Power control can be used to invert this loss by setting the power 

amplifier to ensure a certain power at the receiver. For the experiment described here, both the 
free space and the multipath fading channel models were used, depending on the distance 
between the transmitter and receiver. 

Thus, to transmit an 1-bit message for a shorter distance d, the radio expends 
2

dllEE fselecTS ε+=
       (1)                               

For transmitting an l- bit message over a longer distance d, the energy consumed is 
4

dllEE mpelecTL ε+=
          (2) 

The energy expended by the radio to receive the l-bit message is given by, 

DAelecR
lElEE +=

                         (3) 

The Electronics energy, elec
E

 is the energy consumed in the electronics circuit to transmit or 
receive the signal which depends on factors such as the digital coding, modulation and filtering of 
the signal before it is sent to the transmit amplifier. While using DS-SS, the electronics energy 
accounts for the spreading of the data when transmitting and the correlation of the data with the 

spreading code when receiving. The amplifier energy,

2
dfsε

 or

4
dmpε

, depends on the distance 
to the receiver and the acceptable bit-error rate. For the experiment described in this paper, the 

communication energy parameters are set as: elecE
 =50 nJ/ bit, 

fsε
=10 pJ/ bit /m

2
, and 

mpε
=0.0013 pJ/ bit /m

4
. Using the previous experimental results [16], the energy for data 

aggregation is set as DAE
= 5nJ /bit signal. 

 
3.2.2 Energy Consumption During the Election Phase 
In the election phase both the cluster head and non-cluster head nodes consumes energy. 
Initially it is assumed that all the sensor nodes have same amount of energy and the energy 
consumed is the same for all the clusters. In the election Phase, the cluster head first sends 
advertisement messages to all the non-cluster head nodes. Next the non-cluster head nodes 
receive the broadcasted messages from the different cluster heads and based on the received 
signal strength it chooses its own cluster head. The cluster head will then receive the 
acknowledgment signals and based on it the associates are also chosen to form the headset.  It 

is considered that there are totally n  number of sensor nodes, m  associates and k  clusters. 

Since we have assumed that the clusters are uniformly distributed there are totally k

n

nodes in 
each cluster. The energy consumed by the cluster head is given by equation (4). 

{ } ( )








+







−++= DAelecfselecCHE EEl

k

n
dllEE 12ε

     (4) 
In the equation (4) the first part is the energy expended by the cluster head node to transmit the 
advertisement message. The transmission of messages is within the cluster so free space model 
is being used. The second part of the equation is the energy expended by the cluster head to 

receive the acknowledgement messages from 









−1

k

n

 sensor nodes.  
On simplification of the equation (4) the following equation (5) has obtained. 
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21 dl
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
−+=

      (5) 
The energy consumed by the non-cluster head nodes is given by equation (6). 

{ } { }2
dllEklEklEE fselecDAelecnonCHE ε+++=

                         (6) 
The first part of the equation (6) gives the energy expended to receive the messages from 

k  clusters and the second part of the equation gives the energy expended to transmit the 
acknowledgement messages to the corresponding cluster head. On simplification of the equation 
(6) the following equation is obtained. 

2)1( dlklEklEE fsDAelecnonCHE ε+++=                           (7) 

3.2.3 Energy Consumption During the Data Transfer Phase 
During the data transfer phase the non-cluster head nodes transmits the data to the headset and 
then the aggregated data is sent to the base station. The energy expended by the cluster head is 
given by equation (8). 

{ } ( )








+







−++= DAelecmpelecframeCH EElm

k

n
dllEE

4

_ ε

         (8) 
In the equation (8) the first part gives the energy consumed to transmit the aggregated message 
to the base station so here multipath-fading model is being used. The second part of the equation 
gives the energy consumed due to the reception of the acknowledgement messages from 









− m

k

n

 nodes. On simplification of equation (8) we obtain the following equation 

DAelecmpframeCH lEm
k

n
lEm

k

n
dlE 








−+








+−+= 14

_ ε
                      (9) 

The energy consumed by the non-cluster head node to transmit the data to the base station is 
given as follows 

2

_ dllEE fselecframenonCH ε+=
                        (10) 

The area occupied by each cluster is approximately k

M 2

. In general, this is an arbitrary-shaped 

region with a node distribution
( )yx,ρ

. The expected squared distance from the nodes to the 
cluster head (assumed to be at the center of mass of the cluster) is given by (11) 

( ) ( )dxdyyxyxdE ,][ 222 ρ∫∫ +=
                          (11) 

( ) θθρ rdrdrrdE ,][ 22

∫∫=
                                          (12) 

If we assume this area is a circle with radius k

M
R

π
=

and 
( )θρ ,r

 is constant for r andθ , 

(12) simplifies to (13) 

∫∫
==

=
k

M

r

drdrdE

ππ

θ

θρ
0

3

2

0

2
1][

 
2

4

2 k

M

π

ρ
=

                                 (13) 
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If the density of nodes is uniform throughout the cluster area, then 

( )( )kM
21=ρ

   and                                (14) 

k

M
dE

2
2

2

1
][

π
=

                                    (15) 
Using (15) in (10) 

k

M
llEE fselecframenonCH

π
ε

2

2

_ +=
                                   (16) 

The frames that are transmitted in each iteration is
f

N
. So the number of frames transmitted by 

each cluster is
kN f . These frames are uniformly distributed among the 

kn
 nodes of the 

cluster. The fractions of the frames that are to be transmitted are given as follows  

k
m

k

n
f

1

1

1
1
















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                             (17) 
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












+−

−

=

                             (18) 
The energy expended during the data transfer phase is given as follows 

frameCHfCHD ENfE _1=
                        (19) 

framenonCHfnonCHD ENfE _2=
               (20) 

 
3.2.4 Energy Consumption for Iteration 

For every iteration m associates are being elected for each cluster. So for k  clusters totally mk  
nodes are being elected as members of the headset. Hence the total number of iterations that are 

required for all the nodes to be elected is
( )kmn

. So in one round there are 
( )kmn

 iterations. 
The energy consumed by a cluster during iteration is given by the following equations 

CHDCHEclusteriterCH EEE +=__
                    (21) 

CHDnonCHEnonclusteriternonCH EEE ____ +=
                     (22) 

There are m  associates in the headset so energy given by equation (21) in uniformly 
distributed among the headset members and is given by equation (23) 

m

E
E

clusteriterCH

nodeCH

__

_ =
                          (23) 

There are 









− m

k

n

 non-cluster head nodes in each cluster, so the energy given by equation (22) 
is uniformly divided among them as follows 
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m
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E
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clusteriternonCH
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                    (24) 
 

3.2.5 Initial Energy 
The energy of a sensor node initially at the beginning should be such that it should sustain for at 
least one round. In a round a particular sensor node becomes a cluster head for one time and 

becomes a non-cluster head node for 









−1

km

n

 times. 

nodenonCHnodeCHST
E

km

n
EE __ 1








−+=

         (25) 
Using (23) and (24) in equation (25) we obtain 

( )
clusteriternonCHclusteriterCHST EE

m
E ____

1
+=

        (26) 
Using (21) and (22) in (26) becomes 

( )framenonCHframeCH

fnonCHECHE

ST EfEf
m

N

m

EE
E _2_1 ++

+
=

    (27) 
From equation (27) the number of frames is given using equation (28). 

framenonCHframeCH

nonCHECHEST

f
EfEf

EEmE
N

_2_1 +

−−
=

                       (28) 
 

3.2.6 Optimum Number of Clusters 
The optimum number of clusters can be found by setting the derivative of the total energy with 

respect to k  to zero. The energy dissipated in a cluster during frame transmission is given below 

framenonCHframeCHcluster Em
k

n
EE __ 








−+=

       (29) 

So the total energy consumed by all the k clusters is given by equation  

( clustertotal
kEE =

  )                                                                   (30) 
Substituting equations (9), (16), (29) in equation (30) we obtain the following equation 

( ){ }
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−+−+−++−+=
k

M
lkmnlEkmnlEkmnlEkkmndklE fselecDAelecmptotal

π
εε

2
)()()(

2
4

                (31) 
The optimum number of clusters can be obtained as follows 

0=
dk

dE total
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mEEmd
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DAelecmp
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−−−
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)12(2 4ε

ε

π
       (32) 
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3.2.7 Iteration Time and Time Taken for a Round 

It is considered that the data transfer rate is bR
 bits/second and message length is l  bits. Then 

the time taken to transfer a message is given by equation (33). 

b

message
R

l
t =

                                 (33) 
The time consumed to transmit a frame is the summation of the transmission times of all 

the nodes that belongs to the cluster. So the time consumed for transmitting one frame is 

CHi message

m
k

n

i

messageframe ttt +
















= ∑
−

=1

                     (34) 

The first part of the equation gives the fact that all the 









− m

k

n

 non-cluster head nodes are 
transmitting and the second part informs that only one of the headset members will transmit at a 
particular time. Assuming that the message transfer time is the same for all the nodes we obtain 

messageframe tm
k

n
t 








+−= 1

          (35) 
The time taken for iteration is given as follows 

fframeiteration Ntt ×=
                             (36) 

On simplifying equation (36) using equations (32), (34) and (35) we obtain 

f

b

iteration Nm
k

n

R

l
t 








+−= 1

                           (37) 
Time taken to complete a round is calculated as follows 

km

n
tt iterationround ×=

                           (38) 

m

N
m

k

n

k

n

R

l
t

f

b

round 







+−= 1

                                 (39) 
 

4 SIMULATION RESULTS 
The simulation results have been obtained using the quantitative analysis. NS-2 has been used to 
simulate the results. The energy consumption of LEACH and the EERR routing protocol designed 
is being compared and the results are shown. 
 
EERR is organized into rounds, where each of them begins with a set-up phase, and is followed 
by data transfer phase. Usually, the latter phase is longer than the former phase. Their sub-
phases include advertisement, cluster set-up, schedule creation, and data transmission phases. 
In advertisement phase, the self-selected cluster-heads broadcast advertisement messages in 
their clusters, and the non-cluster-head nodes decide which clusters they belong to based on the 
received signal strength. In cluster set-up phase, each non-cluster-head node tells its cluster-
head its decision by using CSMA MAC protocol. Then the cluster-heads create TDMA schedules 
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and broadcast them back to their members in schedule creation phase. In data transmission 
phase, each node waits for its turn to send data if needed. EERR protocol provides sensor 
networks with many good features, such as clustering architecture, localized coordination and 
randomized rotation of cluster-heads. The Figure 3 (a, b, c) shows example of the random sensor 
network for different round. In the figure 100 nodes are being deployed in the sensor network. 

 

 
 

FIGURE 3 (a): 100-node random sensor network for round1 

 

             

 

FIGURE 3: (b) 100-node random Sensor Network for round 2 
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FIGURE 3: (c) 100- node random sensor network for round 3 

 
4.1 Optimum Number of Clusters 

 The optimum number of clusters is obtained using the equation (32). 

 

 
FIGURE 4: Optimum numbers of clusters 

 
From the figure 4 it can be said that the headset size can be within 1 and 6. If the headset size is 

greater than 6 then the number of clusters drops down rapidly and so the energy consumption 

also reduces. For a small headset size there is small number of clusters, so there are few 

sleeping nodes. But if we increase the headset size to a reasonable value then optimum number 

of clusters is obtained thereby increasing the sleeping nodes, which in turn reduces the energy 

consumption. 
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4.2 Energy Expended 

 

 
 

FIGURE 5: Energy consumption vs number of clusters 

The figure 5 describes the energy consumption with respect to the number of clusters for various 

headset sizes. From the graph it can be said that as the number of clusters increases the energy 

consumed reduces. It is so because when the number of clusters is increased the number of long 

distance transmissions is reduced that is the number of transmissions to the base station is 

reduced thereby conserving energy. As the headset size is increased the energy consumption is 

reduced because of the increase in sleeping nodes.   

 

4.3 Number of Clusters With Respect to Distance and Headset Size  

  
 

FIGURE 6: Number of clusters with respect to distance and headset size 

 

Figure 6 infers that the number of clusters increases as the headset increases. It is seen that for 

constant headset size the number of clusters decreases when the distance to the base station 

increases. It is so because when the distance is small then the energy consumed to transmit 
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messages to the base station over a shorter distance is comaratively less and it is advisable to 

have large number of clusters. But if the distance is very long then ,having large number of 

clusters is not advisable because here the energy consumed for long distance transmission is 

very high 

 
 

FIGURE 7: Energy consumption for a round with respect to number of clusters and network 

diameter 

The energy required to complete a round , STE  should be such that the sensor node 

has to become cluster head once and become a non-cluster head node 







−1

km

n
time.  

The figure 7 illustrates the same for headset size 1 and 3. Equation (27) is being used to 

calculate the energy. The energy consumption is reduced when the number of clusters is 

increased .But when the number of clusters increases above the optimum range or when the 

number of clusters decreases below the range the energy consumption increases. When the 

number of clusters increases above the optimum range then there are more number of long 

distance transmissions thereby wasting energy.  

 

4.4 Time Consumption 

 

.  

FIGURE 8:  Iteration time with respect to number of clusters and headset size 
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Figure 8 which gives the time taken to complete one iteration with respect to headset size and 

number of clusters is obtained using the equation (36). From the graph it is found that for 

constant values of k , iteration time increases when the headset size increases thereby 

increasing the lifetime.But for larger values of k  iteration time reduces because the number of 

headset size decreases. So we have to see to that that the optimum number of clusters is being 

maintained. 

 

4.5 Number of Frames Transmitted With Respect to Headset Size 

 

 
 

FIGURE 9: Number of frames transmitted with respect to headset size and network diameter 

 

The figure 9 gives the number of frames transmitted with the help of equation (28). fN is the 

number of frames sent per iteration, m is the number of associates present in the headset and 

M is the network diameter. From the graph it is obvious that when the headset size increases 

the number of frames transmitted also increases thereby increasing the iteration time. 

 

4.6 Network Lifetime 
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FIGURE 10: Number of Sensor Nodes Versus Network lifetime based on round 
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Figure 10 infers that the proposed protocol gives the better lifetime compared to LEACH and 

other clustering algorithms. This may due the following reasons. First, an  alternating the role of 

cluster heads can balance energy consumption among cluster members. Second, by using 

variable head set size, as the headset size is increased the energy consumption is reduced 

because of the increase in sleeping nodes.Third, EERR protocol considered distance and 

residual energies of nodes and elect optimum cluster heads that can save more energy in nodes. 

 

4.7 Comparison of Leach and Modified Routing Protocol in terms of Energy 

 
FIGURE 11: Comparison of LEACH and the modified routing protocol 

Figure 11 illustrates the comparison of the LEACH routing protocol and the modified routing 

protocol proposed in terms of energy. This is done using the equations (31) and (32).  From 

the graph, it is seen that as the number of clusters increases the energy consumed in the 

modified routing protocol is comparatively less than the LEACH routing protocol. In LEACH the 

energy is drastically increasing when the number of clusters is increased and so our EERR 

routing protocol is conserving energy when compared to that of LEACH. 

 

5 CONCLUSION AND FUTURE WORK 

The proposed EERR routing protocol that has been designed shows that the energy consumption 

is reduced when compared to that of LEACH. The simulation result shows that the modified 

routing protocol has a good performance in terms of energy and the lifetime of the network is 

increased. This is obtained by increasing the number of headset members because when the 

number of associates increases the number of nodes that are in the sleep state also increases 

thereby it saves the energy. Here the number of elections is also reduced when compared to 

LEACH from 
k

n
 to

km

n
.  

The future vision is to include node heterogeneity in the modified routing protocol that has been 

designed and to consider the node failures also. So considering the node failures fault tolerance 

feature should be included in the protocol. 
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